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ABSTRACT

Here we report the results of the application of a quantum-chemical model-based method to the uncovering of the electronic factors controlling the variation of the inhibitory activity of microsomal prostaglandin E\(_2\) synthase-1 by 2-aryl substituted quinazolin-4(3\(H\))-one, pyrido[4,3-\(d\)]pyrimidin-4(3\(H\))-one and pyrido[2,3-\(d\)]pyrimidin-4(3\(H\))-one derivatives. The electronic structure was calculated at the B3LYP/6-31G(d,p) level. Complementary docking studies were carried out with a crystal structure of human mPGES-1. We found a good relationship between the electronic structures and inhibitory activities and a partial pharmacophore was proposed. Our results suggest specific interactions between some atoms and unknown residues of the enzyme. Docking studies show what residues are available for these specific interactions.
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INTRODUCTION

Microsomal prostaglandin E\(_2\) synthase-1 (mPGES-1) belongs to the superfamily of membrane-associated proteins implicated in eicosanoid and glutathione metabolism. It catalyzes the formation of prostaglandin E\(_2\) (PGE\(_2\)) from the endoperoxide prostaglandin H\(_2\) (PGH\(_2\)). The expression of this enzyme is provoked during the inflammatory response. In fact, mPGES-1 expression is upregulated in animal models of rheumatoid arthritis and in patients suffering from osteoarthritis and it is downregulated by anti-inflammatory compounds. Also, mPGES-1 has a role in several other disease conditions including bone disorders, cancer, fever, inflammation, pain and stroke [1-18]. It is known that some of the non-steroidal anti-inflammatory drugs target the prostaglandin pathway and inhibit cyclooxygenase COX-2. Unhappily, the inhibition of COX-2 blocks the functions of all downstream prostaglandin synthases, including the conversion of PGH\(_2\) to prostacyclin I\(_2\) (PGI\(_2\)). The blockage of the production of PGI\(_2\) seems to play a role in the cardiovascular side effects of some compounds. For this reason, the inhibition of mPGES-1 has emerged as a novel strategy which will target only the PGE\(_2\) pathway [2, 19-21]. Inhibitors of mPGES-1 would then serve as valuable anti-inflammatory therapeutics, especially if they lack the side effects associated with the COX-2 inhibition. Several molecules have been synthesized and tested for mPGES-1 inhibition [22-53]. The knowledge of the microscopic factors controlling the binding of new ligands to mPGES-1 should provide information that could be helpful in the design of new compounds with enhanced inhibitory activity. Recently, a group of 2-aryl-substituted quinazolin-4(3\(H\))-one, pyrido[4,3-\(d\)]pyrimidin-4(3\(H\))-one and pyrido[2,3-\(d\)]pyrimidin-
4(3H)-one derivatives have been synthesized and tested for inhibition of the recombinant human mPGES-1 enzyme [27]. In this paper we report the results of the application of a quantum-chemical model-based method [54] to the detection of the electronic structural factors controlling the variation of the inhibitory activity in the abovementioned molecules. This study is complemented with an analysis of the docking of two of these molecules to microsomal prostaglandin E₂ synthase-1.

MATERIALS AND METHODS

The model employed here has been the theme of discussion in many papers and we only present here a résumé of the final result of its development. Any drug-site equilibrium constant, expressed indirectly as IC₅₀, can be written in terms of the following set of reactivity indices [55-61]:

\[
\log(\text{IC}_{50}) = a + \sum_j \left[ e_j Q_j + f_j S_j^E + s_j S_j^N \right] + \sum_j \sum_m \left[ h_j (m) F_j (m) + x_j (m) S_j^E (m) \right] + \sum_j \sum_{m'} \left[ r_j (m') F_j (m') + t_j (m') S_j^N (m') \right] + \sum_j \sum_{m'} \left[ g_j \mu_j + k_j \eta_j + o_j \omega_j + z_j \varsigma_j + w_j Q_j^{\text{max}} \right] + \sum_{B=1}^W O_B
\]

where a, e, f, s, etc., are constants to be determined. Q, S_j^E and S_j^N are, respectively, the net charge, the total atomic electrophilic superdelocalizability and the total atomic nucleophilic superdelocalizability of atom j. F_j (m) and F_j (m') are, respectively, the Fukui indexes of occupied molecular orbital (MO) m and vacant MO m' localized on atom j. S_j^E (m) is the local (orbital) atomic nucleophilic superdelocalizability of vacant MO m' localized on atom j. S_j^N (m') is the local (orbital) atomic electrophilic superdelocalizability of occupied MO m localized on atom j. \( \mu_j, \eta_j, \omega_j, \varsigma_j \) and \( Q_j^{\text{max}} \) are, respectively, the local atomic electronic chemical potential, the local atomic hardness, the local atomic softness and the local atomic electrophilicity of atom j. \( Q_j^{\text{max}} \) is the maximal amount of charge atom j may receive [60, 61]. \( O_B \) is the orientational parameter of substituent B, an entirely geometrical term derived from the rotational partition function [58, 59]. As the physical meaning of the LARIs has been discussed in a number of papers, we refer the reader to the literature [62-82].

The set analyzed here is a group of 2-aryl substituted quinazolin-4(3H)-one, pyrido[4,3-d]pyrimidin-4(3H)-one and pyrido[2,3-d]pyrimidin-4(3H)-one derivatives with inhibitory activities against the recombinant human mPGES-1 enzyme [27]. The selected molecules and inhibitory activities (expressed as IC₅₀) are shown in Figure 1 and Table 1.
Figure 1. General formula of the molecules studied in this paper

Table 1. Structures and inhibitory activity

<table>
<thead>
<tr>
<th>Mol.</th>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>log(IC₅₀)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−Cl</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.62</td>
</tr>
<tr>
<td>2</td>
<td>−Br</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.56</td>
</tr>
<tr>
<td>3</td>
<td>−CF₃</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.41</td>
</tr>
<tr>
<td>4</td>
<td>−NO₂</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.76</td>
</tr>
<tr>
<td>5</td>
<td>−OMe</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.80</td>
</tr>
<tr>
<td>6</td>
<td>−H</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>2.48</td>
</tr>
<tr>
<td>7</td>
<td>−Cl</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>0.85</td>
</tr>
<tr>
<td>8</td>
<td>−Cl</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.87</td>
</tr>
<tr>
<td>9</td>
<td>−H</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.74</td>
</tr>
<tr>
<td>10</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.56</td>
</tr>
<tr>
<td>11</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.51</td>
</tr>
<tr>
<td>12</td>
<td>−Cl</td>
<td>−OMe</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>2.05</td>
</tr>
<tr>
<td>13</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>2.42</td>
</tr>
<tr>
<td>14</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.38</td>
</tr>
<tr>
<td>15</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>2.68</td>
</tr>
<tr>
<td>16</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>2.85</td>
</tr>
<tr>
<td>17</td>
<td>−Cl</td>
<td>−Cl</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.77</td>
</tr>
<tr>
<td>18</td>
<td>−Cl</td>
<td>−H</td>
<td>−Cl</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>1.20</td>
</tr>
</tbody>
</table>
Calculations
The electronic structure of all the molecules was calculated with Density Functional Theory at the B3LYP/6-311g(d,p) level using the Gaussian program [83]. After single point calculations, all the numerical values of the local atomic reactivity indices of Eq. 1 were calculated with the D-CENT-QSAR software [84]. Negative electron populations and MO populations greater than 2 produced by Mulliken Population Analysis were corrected as usual [85]. Orientational parameters were calculated as proposed [59]. Linear Multiple Regression Analysis (LMRA) techniques were used to find the best solution of Eq. 1. For each case, a matrix was built containing the logarithm of the dependent variable (IC\textsubscript{50}). The local atomic reactivity indices of all atoms of a common skeleton (a group of atoms, common to all molecules analyzed, and accounting for virtually all the biological activity; see Fig. 2 and [60, 86]) as independent variables. The Statistica software was used for LMRA [87]. Molecular orbitals and Molecular Electrostatic Potentials (MEP) were depicted using GaussView and Molekel software [83, 88].

![Figure 2. Common skeleton numbering](image)

We employed Autodock 4 software for docking studies [89, 90]. A crystal structure of human mPGES-1 was downloaded from the Protein Data Bank (3DWW). Molecules 39 (the least active) and 50 (the most active) were selected for docking. The enzyme residues were kept rigid. A grid box with 50x54x62 points and a grid spacing of 0.375Å were used. For all procedures, 50 independent runs were carried out with a preliminary population of 300 randomly placed individuals, 50,000,000 energy evaluations and a maximum number of generations of 270,000. The results were clustered based on a 2.0 Å rmsd criterion. The selected structure for analysis was the one having the lowest energy in the largest cluster. Chimera was used for distance analysis and image processing.

**RESULTS**

An LRMA analysis including all molecules (n=22) did not produce a statistically significant equation and molecule 14 was detected as an outlier. When this molecule excluded from the set the following equation was obtained:
\[
\log(\text{IC}_{50}) = 2.49 + 0.50S_{13}^E (\text{HOMO} - 1) + -2.23F_2 (\text{HOMO} - 1) + + 0.18S_{13}^E + 9.39F_9 (\text{LUMO} + 1) - -6.29S_9^E (\text{HOMO} - 1)
\]

with \(n=21\), \(F(5,15)=112.11\) (\(p<0.000001\)), \(R^2=0.97\), adj. \(R^2=0.97\), outliers>\(2\sigma=0\) and SD=0.12. No outliers were detected and no residuals fall outside the ±2\(\sigma\) limits. Here, \(S_{13}^E\) is the total atomic electrophilic superdelocalizability of atom 13, \(F_2 (\text{HOMO} - 1)\) is the Fukui index [91] of the second highest occupied MO localized on atom 2, \(F_9 (\text{LUMO} + 1)\) is the Fukui index of the second lowest vacant MO localized on atom 9, \(S_{13}^E (\text{HOMO} - 1)\) is the electrophilic superdelocalizability of the second highest occupied MO localized on atom 1 and \(S_9^E (\text{HOMO} - 1)\) is the electrophilic superdelocalizability of the second highest occupied MO localized on atom 9. Tables 2 and 3 show, respectively, the beta coefficients, the results of the t-test for significance of coefficients and the matrix of squared correlation coefficients for the variables of Eq. 2. Table 3 shows that there are no important internal correlations between independent variables. Figure 3 displays the plot of observed vs. calculated \(\log(\text{IC}_{50})\) values. The associated statistical parameters of Eq. 2 show that this equation is statistically significant and that the variation of the numerical value of a group of five LARIs of atoms composing the common skeleton explains about 97\% of the variation of the inhibitory capacity in this group of molecules.

![Figure 3](image_url)

**Figure 3.** Plot of predicted vs. observed \(\log(\text{IC}_{50})\) values from Eq. 1. Dashed lines denote the 95\% confidence interval.
Table 2. Beta values and results of the t-test for significance of coefficients for the variables appearing in Eq. 2

<table>
<thead>
<tr>
<th>Beta</th>
<th>t(15)</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1^E (HOMO - 1)^*$</td>
<td>0.27</td>
<td>6.05</td>
</tr>
<tr>
<td>$F_2^E (HOMO - 1)^*$</td>
<td>-0.48</td>
<td>-9.32</td>
</tr>
<tr>
<td>$S_{13}^E$</td>
<td>0.23</td>
<td>5.11</td>
</tr>
<tr>
<td>$F_3^E (LUMO +1)^*$</td>
<td>0.88</td>
<td>18.54</td>
</tr>
<tr>
<td>$S_9^E (HOMO - 1)^*$</td>
<td>-0.44</td>
<td>-10.24</td>
</tr>
</tbody>
</table>

Table 3. Matrix of squared correlation coefficients for the variables appearing in Eq. 2

<table>
<thead>
<tr>
<th></th>
<th>$S_1^E (HOMO - 1)^*$</th>
<th>$F_2^E (HOMO - 1)^*$</th>
<th>$S_{13}^E$</th>
<th>$F_3^E (LUMO +1)^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_2^E (HOMO - 1)^*$</td>
<td>0.08</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{13}^E$</td>
<td>0.004</td>
<td>0.16</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$F_3^E (LUMO +1)^*$</td>
<td>0.004</td>
<td>0.16</td>
<td>0.04</td>
<td>1.00</td>
</tr>
<tr>
<td>$S_9^E (HOMO - 1)^*$</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0008</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Figures 4 and 5 show, respectively, molecules 39 (the least active) and 50 (the most active) docked to human mPGES-1. Table 4 displays some ligand-residue distances.

![Figure 4. 39 docked to human mPGES-1](image_url)
Figure 5. 50 docked to human mPGES-1

Table 4. Main ligand-residue distances.

<table>
<thead>
<tr>
<th>Mol.</th>
<th>Main interactions (marked in yellow in Figs. 4-5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>C9-N from Arg-73A (3.56Å), O (from side chain)-HN from Arg-73A (1.84Å), O (from side chain)-NH from Arg-73A (2.73Å), O (from C1 subst.)-NH from Glu-134A (2.99Å), O (from C1 subst.)-NH from Arg-126A (3.66Å), OH (from C1 subst)-OH from Tyr-28B (2.18Å), N (from C1 subst.)-HN from Arg-126A (2.41Å), C1-C from Arg-126A (3.93Å), C2-C from His-72B (3.23Å), C12-C from Arg-73A (3.73Å), C13-C from Arg-73A (3.47Å), C24-C from Leu-69A (4.36Å) Cl-N from Arg-39B (3.39Å)</td>
</tr>
<tr>
<td>50</td>
<td>O22-H from Arg-38B (2.99Å), C9-N from Arg-70A (5.44Å) C9-N from Leu-69B (5.56Å), O (from side chain)-H from Arg-73A (1.95Å), F (from CHF2)-N from Arg-73A (3.38Å), F (from CHF2)-O from Tyr-130A (2.68Å), C24-C from His-72A(3.33Å), C24-C from Arg-73A (3.27Å), C6-C from His-72B (3.38Å), N1-N from His-72B (3.78Å), C5-C from His-72B (4.01Å), C23-C from Arg-73A (3.89Å), N1-N from Arg-126A (2.7Å), C2-C from Arg-126A (3.67Å), F (from CF3)-C from Arg-126A (3.59Å), F (from CF3)-HN from Tyr-28B (2.32Å), C (from side chain)-N from Arg-73A (3.95Å), N13-C from Arg-73A (3.09Å)</td>
</tr>
</tbody>
</table>

DISCUSSION

The beta values (Table 2) indicate that the relative importance of these indices is $F_9 (LUMO+1)^* \gg F_2 (HOMO-1)^* \gg S_{FE}^E (HOMO-1)^* \gg S_{13}^E (HOMO-1)^* \gg S_{13}^E$. A high mPGES-1 inhibitory capacity is then associated with high numerical values for $S_{FE}^E (HOMO-1)^*$ and $F_2 (HOMO-1)^*$ and with a small value for $F_9 (LUMO+1)^*$ and $S_{13}^E (HOMO-1)^*$. Table 4 displays the local molecular orbital structure of atoms 1, 2 and 9 of the common skeleton.
2 also interacts with an electron-deficient moiety. (HOMO)

To explain together these two simultaneous conditions for atom 9 we have two suggestions.

\[
\begin{align*}
\text{Table 4. Local molecular orbital structure of atoms 1, 2 and 9 of the common skeleton} \\
\begin{array}{|c|c|c|c|}
\hline
\text{Mol} & \text{Mol} & \text{Atom 1} & \text{Atom 2} & \text{Atom 9} \\
\hline
1 & 19 & 98a100a101a-102a105a107a & 93a98n101a-102a103a105a & 95e79e101a-102a105a106a \\
2 & 20 & 102e103e108e-111e112e114e & 102e108n110e-111e112e114e & 104e106e110e-111e114e116e \\
3 & 21 & 101a104a109a-110a111a113a & 101a104a109a-110a111a113a & 103e106e109a-110a113a114e \\
4 & 22 & 97a103a104a-105a108a111e & 96e103a104a-106a108a111a & 98e106e104a-105a108a109e \\
5 & 23 & 97a108a105a-106a109a110e & 98e104a105a-106a107a109e & 101e104e105a-106a109a110e \\
6 & 24 & 93x94a101a-102a104a105x & 92e100a101a-103a104a105o & 97e100a101a-102a105a106e \\
7 & 28 & 121a128a129a-130a133a134a & 121a128a129a-130a131a134a & 122e125a129a-130a131a134a \\
8 & 29 & 126a131a132a-133a135a136a & 124e125a132a-134a135a136a & 127e129a131a-133a136e137e \\
9 & 30 & 118a119a125a-130a131a132a & 124e125a129a-130a131a132a & 123e126a129a-130a135a136e \\
10 & 31 & 127a132a137a-138a139a140a & 127a134a137a-138a139a140a & 131e132a137a-138a143a144a \\
11 & 32 & 103a105a112a-113a114a116a & 105x106a112a-113a114a116a & 106e108a112a-113a116a117e \\
12 & 33 & 102e103a109e-110a111a113a & 102e107a109a-111a113a116a & 103e105a109a-110a113a114a \\
13 & 34 & 122a123a124a-125a126a128a & 114d120a124a-126a128a130a & 119e123a124a-125a126a129a \\
14 & 35 & 134a135a136a-137a138a140a & 134e135a136a-138a140a143a & 134e135a136e-137a140a141e \\
15 & 37 & 116a119a121a-122a123a125a & 116a117a121a-122a123a125a & 112e115a121a-122a127a128a \\
16 & 39 & 126e127a128a-129a130a132a & 126e127a128a-130a132e134a & 126e127a128a-129a132a133e \\
17 & 45 & 132a138a143a-144a145a147a & 140a141a143a-145a147a150a & 138e141a145a-144a147a148e \\
18 & 46 & 123e127a129a-130a134a135a & 123e127a129a-130a131a132a & 122e125a129a-130a131a135a \\
19 & 47 & 125a132a133a-134a135a137e & 125a132a133a-134a135a138a & 127e130a133a-134a135a137e \\
20 & 48 & 126a128a129a-130a133a134a & 123a126a129a-130a131a134a & 121e122a128a-130a131a133e \\
21 & 49 & 122a125a130a-134a135a132a & 125a126a129a-130a131a134a & 122e126a129a-130a135a133a \\
22 & 50 & 131a132a133a-134a137a138a & 129a131a133a-134a135a139a & 127e126a132a-134a135a137a \\
\hline
\end{array}
\end{align*}
\]

(HOMO-1)\(\downarrow\)\(\uparrow\) is a MO having a \(\pi\) nature in some molecules and \(\sigma\) nature in others. Figure 6 shows the (HOMO-1)\(\uparrow\) of molecules 19 and 37 [92].

\[
\text{Figure 6. (HOMO-1)\(\uparrow\) of molecules 19 (left) and 37 (right). Isovalue of 0.02 e/\text{au}^2}
\]

(HOMO)\(\downarrow\) is of \(\pi\) nature in all the molecules. A high numerical value of \(S^E_{\text{HOMO}}\) strongly suggests that atom 1 can interact with an electron-deficient center. A corollary of this suggestion is that (HOMO)\(\downarrow\) should be of \(\pi\) nature for higher activity. A high value for \(F^E_{\text{HOMO}}\) \(\sigma\) MO in most molecules, indicates that atom 2 also interacts with an electron-deficient moiety. (HOMO)\(\uparrow\) is of \(\pi\) nature in all the molecules. Therefore, a (HOMO-1)\(\downarrow\) of \(\pi\) nature would be desirable. A high value for \(S^E_{\text{LUMO}}\) indicates that this atom interacts with an electron-deficient moiety. The vacant MO (LUMO+)\(\uparrow\) has \(\sigma\) nature in almost all the molecules. A small value for \(F^E_{\text{LUMO}}\) \(\sigma\) MO is obtained only by diminishing the electron population of this MO. (LUMO)\(\downarrow\) is of \(\pi\) nature and has a high associated Fukui index. Therefore, there is the possibility that (LUMO)\(\downarrow\) might be interacting with an electron-rich center. (HOMO-1)\(\downarrow\) is a \(\sigma\) MO in almost all the molecules. A small value for \(S^E_{\text{LUMO}}\) \(\sigma\) MO is obtained by shifting the associated eigenvalue downwards in the energy axis. (HOMO)\(\uparrow\) is a \(\pi\) MO with a high associated Fukui index. To explain together these two simultaneous conditions for atom 9 we have two suggestions.

Scholar Research Library
The first one involves the interaction of atom 9 with an electron-rich center through its first vacant MO and with an electron-deficient center through its first occupied MO. The other possibility is that, when the energy of (HOMO-1)_9 decreases, (HOMO)_9 will also lower its energy, making atom 9 a bad electron donor. In this case, atom 9 should interact with an electron-rich center through its (LUMO)_9. This last suggestion seems more likely. These suggestions are included in the partial two-dimensional (2D) inhibition pharmacophore shown in Fig. 7.

![Partial 2D inhibition pharmacophore](image)

Figure 7. Partial 2D inhibition pharmacophore

This pharmacophore contains the conditions that are applicable to the whole set of molecules. The normal way to detect more variables is to employ a larger set in such a way as to be able to separate it into two or more subsets. Due to the small number of molecules studied here this is not possible.

To have a qualitative idea of the conformational flexibility of the side chain bonded to atom C15 (see Fig. 2), we show in Fig. 8 the superimposition of the ten lowest energy conformers of molecule 50. They were calculated with MarvinView (Dreiding force field) and superimposed with Hyperchem [93, 94].

![Superimposition of the ten lowest energy conformers of molecule 50](image)

Figure 8. Superimposition of the ten lowest energy conformers of molecule 50

We can see that the side chain has rather high conformational flexibility. Aromatic ring C has a small degree of rotational freedom (see Fig. 2). Regarding the molecular electrostatic potential (MEP), Fig. 9 shows, respectively, the MEP maps of molecules 34 and 48 [92].
We can see that the side chain is determinant in establishing the form of the MEP map at the right side of the molecule. We do not know what the exact conformation of each molecule is at the moment of the *in vitro* measurements but we may speculate that the side chain could serve as an anchoring point for the ligand-site interaction.

It is our opinion that docking results, when not accompanied with other theoretical and/or experimental information, can provide little information *per se*. To build a docking model that is closer to physical reality we need to know the exact conditions inside the site and in the path leading to it (i.e., if there are water molecules, ions, etc. present, or not). Our results were obtained within the rigid ligand approximation and we expect that they, to be useful, should be compatible with the results of Eq. 2. If they are, they should provide qualitative information that cannot be obtained with our model-based method. Using the suggested interactions derived from the LMRA and docking results summarized in Table 4, we carried out a qualitative comparison of both shown in Table 5.

### Table 5. Equivalence between LMRA and docking results

<table>
<thead>
<tr>
<th>Atom</th>
<th>Interactions with electron-rich center</th>
<th>Atom</th>
<th>Interactions with electron-deficient center</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atom 1</td>
<td>Interaction with electron-deficient center</td>
<td>39: C1-C from Arg-126A (3.93Å)</td>
<td>50: N1-N from His-72B (3.78Å)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N1-N from Arg-126A (2.7Å)</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>Interaction with electron-deficient center</td>
<td>39: C2-C from His-72B (3.23Å)</td>
<td>50: C2-C from Arg-126A (3.67Å)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C9</td>
<td>Interaction with electron-rich center</td>
<td>39: C9-N from Arg-73A (3.56Å)</td>
<td>50: C9-N from Leu-69B (5.56Å)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C9-N from Arg-70A (5.44Å)</td>
<td></td>
</tr>
<tr>
<td>Atom 13</td>
<td>Interaction with electron-deficient center</td>
<td>39: C13-C from Arg-73A (3.47Å)</td>
<td>50: N13-C from Arg-73A (3.09Å)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ-σ interactions</td>
<td>None</td>
<td>39: C24-C from Leu-69A (4.36Å)</td>
<td>50: C24-C from His-72A (3.33Å)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C24-C from Arg-73A (3.27Å)</td>
<td>C23-C from Arg-73A (3.89Å)</td>
</tr>
<tr>
<td>Halogen bonds</td>
<td>None</td>
<td>50: F (from CF3O) from Tyr-130A (2.68Å)</td>
<td></td>
</tr>
</tbody>
</table>

We can see that the docking results coincide, in a qualitative way, with the suggested interactions provided by Eq. 2. For both molecules the docking results allow a qualitative relationship to be drawn between the terms of Eq. 2 and some specific points of the site. Moreover, docking suggests the existence of σ interactions that the model based method could not detect because it did not include these atoms in the common skeleton. In Fig. 10 we show the superimposition of molecules 39 and 50 with the conformation they have when docked (see Figs. 4 and 5) [93]. Rings A and B were chosen as the common element for superimposition.
In molecule 50, the most active one, having an N1 atom instead of a C1, the side chain attached to C15 is pointing to the lower right hand side of the figure while in molecule 39 it is pointing to the upper side hand side. The experimental evidence strongly suggest that the replacement of C1 by N1 raises the inhibitory activity, a fact that nicely fits with the LMRA results indicating that this site interacts with an electron-deficient center. In turn this suggests that a substituent bonded to C1 should be an electron-rich one but separated from the ring by a CH₂ linker to avoid strong modifications of the electronic structure of the aromatic system (rings A and B). Perhaps a –CH₂CN substituent should be useful for this goal. It is possible that docking studies might be ameliorated by working with flexible residues using exactly the same size and position of the 3D box and doing the docking for all the molecules analyzed.

In summary, we have found a good relationship between the electronic structures and inhibitory activities of a group of molecules against recombinant human mPGES-1. Our quantum-pharmacological results suggest specific interactions between some common skeleton atoms and unknown residues of the enzyme. Docking studies show what residues are available for these specific interactions and that these residues are not necessarily the same in all cases [82].
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