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ABSTRACT

Quantitative structure—activity relationship (QSARpalysis for recently synthesized N-[3-(4-benpdpdin-1-
yl)propyl]-N,N-diphenylureas derivatives was studied for theirRBCantagonists as anti-HIV-1 agents [1]. The
statistically significant 2D-QSAR modef & 0.9493; ¢ = 0.7653; F test = 42.09;%se = 0.1672; gse = 0.3597;
pred_F = 0.5311; pred_fse = 0.5001) were developed using molecular desitpe (VLifeMDS 4.2). The study was
performed with 20 compounds (data set) using ramd®lection and manual selection methods usedhfor t
division of the data set into training and test $étltiple linear regression (MLR) methodology wittepwise (SW)
forward-backward variable selection method was uigeduilding the QSAR models. The results of the@SAR
models were further compared with 3D-QSAR modetergéed by kNN-MFA, (k-Nearest Neighbor Molecular
Field Analysis). The statistical significant modgd= 0.4644; dse = 04751; pred %= 0.4332; pred_fse = 0.4890)
were developed using molecular design suite (VLIIEM.2) these investigating the substitutional resments for
the favorable anti-HIV-1 agents. The results dativeay be useful in further designing novel N,Nheipylurea
derivatives as CCR5 antagonists prior to synthesis.

Keywords: N,N’-diphenylurea derivatives , CCR5 antagonist, AntHl Quantitative structure-activity
relationship, KNN-MFA

INTRODUCTION

Treatment with highly active antiretroviral theragfdiAART) has successfully suppressed viral repiioat
recovered immune function, and improved qualitylitd in human immunodeficiency virus type 1 (HIV-1)
infected individuals. However, the effectivenesscafrently available HAART is limited by the devploent of
viral resistance as well as the toxicity and comipyeof drug regimens. Therefore, there remaingadto develop
new anti-HIV-1 drugs with improved efficacy and det®xicity. The discovery of chemokine receptorsHig-1
coreceptors has provided a greater understandihgwfHIV-1 enters human cells and has led to a happroach
for controlling HIV-11 HIV-1 strains that cause the initial infection goeninantly utilize CC chemokine receptor 5
(CCR5)? and CCR5-using (R5) HIV-1 is isolated exclusivelying the asymptomatic stage of the infection,clvhi
usually persists 5-10 yeatsCCR5 is a member of the seven-transmembrane Geiprcoupled receptor
superfamily, and its natural ligands include the €@mokines [regulated on activation, normal T eelpressed
and secreted (RANTES), macrophage inflammatoryefmdta (MIP-1a), and MIP-1b], which have been régmbto
inhibit R5 HIV-1 infection in vitro? Individuals homozygous for a defect in CCR5 exgi@s are highly resistant to
HIV-1 infection, while this defect does not repretsa significant health problei’ In addition, infected individuals
heterozygous for the defective CCR5 gene appehave delayed disease progresSidiese observations suggest
that CCR5 antagonists functioning as HIV-1 enttyiliitors could be promising anti-HIV-1 therapedigents.
Traditional computer-assisted quantitative struestactivity relationship (QSAR) studies pioneereddyHansch et
al.1962° have been proved to be one of the useful appredoh@ccelerating the drug design protkshich help
to correlate the bioactivity of compounds withustural descriptors.
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MATERIALS AND METHODS
2.1. Selection of molecules
Data set of 20N,N-diphenylureas derivatives (Table 1) collected frpablished literature were taken for the
present study.The affinity data of inhibitory activities were meerted into 1Gvalues to get the linear relationship
in equation using the following formulg@iCso= -loglCso, Where 1G, value represents inhibitory activity in &

(uM) (Table 1). Molecules were rationally dividedad the training set and test set based on theestiggs given
by Alexander Tropsha et &.
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Figure 1: Basic structures of\,N -diphenylureas derivatives.

Table 1: structures of derivative

Compd R R, Ry R3 CCR5 p|C50
|C5c(nM)
1 H H H H 18 1.255
2 Cl H H H 5.9 0.771]
3 Cl H H F 7.8 0.892
4 F H H F 13 1.114
5 Br H H F 18 1.255
6 CH; H H F 6.6 0.820
7 i-Pr H H F 76 1.881
8 Ch H H F 14 1.146
9 CN H H F 15 1.176
10 EtOCO H H F 280 2.447
11 HOCO H H F 350 2.544
12 HNCO H H F 29 1.462
13 MeO H H F 30 1.477
14 MeS H H F 15 1.176
15 MeSQ H H F 26 1.415
16 Cl CH H H 11 1.041
17 Cl H Cl H 19 1.279
18 Cl Cl Cl H 62 1.792
19 Cl H H SQMe 1.2 0.079
20 Cl H H | SQ(morpholino) 1.0 0.00(Q

2.2. Molecular modeling

All computational experiments were performed usimgLenovo computer having genuine Intel Pentiumoi2C
Processor and Windows XP operating system usingstifavare Molecular Design Suite (vlifeMDS 423).
Structures were drawn using the 2D draw applicatind converted to 3D structures and subjected tenangy
minimization and geometry optimization using Meidblecular Force Field, force field and chargesdakd by

Austin Model-1 with 10000 as maximum number of eg¢l0.01 as convergence criteria (root mean sauacient)

and 1.0 as constant (medium’s dielectric constdmthwis 1 for in vacuo) in dielectric propertieherdefault values
of 30.0 and 10.0 Kcal/mol were used for electristatd steric energy cutoff.

2.3. 2D-QSAR analysis

2.3.1. Calculation of descriptors

Number of descriptors was calculated after optitiozaor minimization of the energy of the data swilecules.
Various types of physicochemical descriptors wexlewtated: Individual (Molecular weight, H-Acceptoount, H-
Donor count, XlogP, slogP, SMR, polarisablity, gteetention index (Chi), atomic valence connetyivindex
(ChiV), Path count, Chi chain, ChiV chain, Chairthi@ount, Cluster, Pathcluster, Kappa, Element codniN, C,
S count etc.), Distance based topological (DistToponnectivitylndex, Wienerindex, Balaban Index)tdte
numbers (SsCH3count, SACH2count, SssCH2count, St@ticetc.), Estate contribution (SsCH3-index., BAC
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index, SssCH2-index , StCH index), Information tyebased (Ipc, Id etc.) and Polar surface area.eMioan 200
alignment independent descriptors were also cdkuilaising the following attributes. A few examplase
T207, TNN5 T226, TCO 1, T O CI 5 ethe Tnvariable descriptors (the descriptors that are
constant for all the molecules) were removed, ag tlo not contribute to QSAR.

2.3.2. Generation of training and test sets:

In order to evaluate the QSAR model, data set wadet! into training and test set using sphere sioh, random
selection and manual selection method. Trainingisetsed to develop the QSAR model for which bialab
activity data are known. Test set is used to chghethe QSAR model developed based on the trasehtp assess
the predictive power of the model which is not ut#d in model generation.

Sphere Exclusion methoth this method initially data set were divided irttaining and test set using sphere
exclusion method. In this method dissimilarity v@alwrovides an idea to handle training and tessiget It needs to
be adjusted by trial and error until a desiredslon of training and test set is achieved. Increasgissimilarity
value results in increase in number of moleculabéntest set.

Random Selection Methobh order to construct and validate the QSAR modadsh internally and externally, the
data sets were divided into training [90%-60% (9®%%6, 80%, 75%, 70%, 65% and 60%) of total dathesad
test sets [10%-40% (10%, 15%, 20%, 30%, 35% and)43%tal data set] in a random manner. 10 tnedse run
in each case.

Manual data selection methoB®ata set is divided manually into training and tests on the basis of the result
obtained in sphere exclusion method and randonstsabemethod.

2.3.3. Generation of 2D-QSAR models:

PLSR was used for model generation. PLSR is anresipa of the multiple linear regression (MLR) maddh its
simplest form, a linear model specifies the (lineafationship between a dependent (response)blaréand a set of
predictor variables. PLSR extends MLR without impgsthe restrictions employed by discriminant asly
principal component regression (PCR) and canomicgklation. In PLSR, prediction functions are esgmted by
factors extracted from the Y'XX'Y matrix. The numbef such prediction functions that can be extradgically
will exceed the maximum of the number of Y and Xiables. PLSR is probably the least restrictivehef various
multivariate extensions of the multiple linear reggion models. This flexibility allows it to be dsm situations
where the use of traditional multivariate methagisaverely limited, such as when there are fewsemiations than
predictor variables. PLSR can be used as an explgranalysis tool to select suitable predictoriatales and to
identify outliers before classical linear regressi@ll the calculated descriptors were considersdnalependent
variable and biological activity as dependent \zdga

2.4. 3D-QSAR analysis:

2.4.1. kNN-MFA

kNN-MFA is novel methodology, unlike conventionalSAR regression methods; this methodology can handle
nonlinear relationships of molecular field desaigt with biological activity, thus making it a moeecurate
predictor of biological activity. Conventional celation methods try to generate linear relationshifh the
activity, where as kNN is inherently non-linear hmed and is better able to explain activity trentilee kNN
technique is a conceptually simple approach tepattecognition problems. In this method, an unkmgattern is
classified according to the majority of the classnmberships of its k nearest neighbors in the tngirset. The
nearness is measured by an appropriate distanc& rf@g. a molecular similarity measure, calcudatsing field
interactions of molecular structures). The standdd®l method is implemented simply as follows: (glaulate
distances between an unknown object (u) and albbijects in the training set; (ii) select k objefttan the training
set most similar to object u, according to the walied distances, (iii) classify object u with th@up to which a
majority of the k objects belong. An optimal k valis selected by the optimization through the diassion of a
test set of samples or by the leave-one out craldation. The variables and optimal k values dresen using
different variable selection methods as descrikedvia

kNN-MFA with Simulated Annealing

Simulated Annealing (SA) is another stochastic metfor function optimization employed in QSAR. Siated
annealing (SA) is the simulation of a physical ms% ‘annealing’, which involves heating the systena high
temperature and then gradually cooling it down tpraset temperature (e.g., room temperature). DQutiiis
process, the system samples possible configuratimtisbuted according to the Boltzmann distribaotieo that at
equilibrium, low energy states are the most popedlat
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KNN-MFA with Stepwise (SW) Variable Selection
This method employs a stepwise variable selectionguiure combined with kNN to optimize the numblenearest
neighbors (k) and the selection of variables fromdriginal pool as described in simulated anngalin

kNN-MFA with Genetic Algorithm

Genetic algorithms (GA) first described by Hollamimic natural evolution by modeling a dynamic paigdn of
solutions. The members of the population, refetceds chromosomes, encode the selected featureseridoding
usually takes form of bit strings with bits corresding to selected features set and others cledadh
chromosome leads to a model built using the encéedres. By using the training data, the errothef model is
quantified and serves as a fitness function. Dutimg course of evolution, the chromosomes are stdgjeto
crossover and mutation. By allowing survival anprogluction of the fittest chromosomes, the algamigffectively
minimizes the error function in subsequent genenati

Figure 2: Template molecule

Figure 3: Stereoview of aligned molecules

2.4.2. Alignment rules:

Molecular alignment was used to visualize the $tmat diversity in the given set of molecules. Thvas followed
by generation of common rectangular grid aroundntioéecules. The template structure was used fgnalent by
considering the common elements of the series awsrstin Figure 2. The reference molecule is chosigi h
inhibitory effect which made it a valid lead molézwand therefore was chosen as a reference moleafikr
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optimizing, the template structure and the refeeemolecule were used to superimpose all molecutas the
series using the template alignment method. kNN-MmAthod requires suitable alignment of given set of
molecules after optimization; alignment was caroed by template based alignment method. Stereowfealigned
molecules in training set and test set is showfigure 3.

2.4.3. Creation of interaction energies

Methyl probe with charge 1 and energy cut-off feecerostatic 10 Kcal/mol and for steric 30 Kcal/mdielectric
constant 1 and charge type Gasteiger-marsili weee to calculate steric and electrostatic fiéfdEhe fields were
computed at each lattice intersection of a regyisphced grid of 2.0 Awithin defined three-dimensional region.

2.4.4. Generation of training and test sets

In order to evaluate the QSAR model, data set wadeat! into training and test set using sphere @&sioh, random
selection and Manual selection method. Trainingisatsed to develop the QSAR model for which biaab
activity data are known. Test set is used to chghethe QSAR model developed based on the trasehtp assess
the predictive power of the model which is not ut#d in model generation.

RESULTS AND DISCUSSION

3.1 2D-QSAR models

Different sets of 2D-QSAR models were generatédguthe Multiple Linear Regression analysis in comtion
with stepwise forward-backward variable selectioetimd. Different training and test set were comséd using
random and manual selection method. Training astdstt were selected if they follow the unicolurtatistics, i.e.,
maximum of the test is less than maximum of trajreet and minimum of the test set is greater ttidraiming set,
which is prerequisite for further QSAR analysisisTiesult shows that the test is interpolative derived from the
min-max range of training set. The mean and stahdaviation of the training and test set providesght to the
relative difference of mean and point density distion of the two sets.

The selection of the best model is based on theesabf f (squared correlation coefficient)? (cross-validated
correlation coefficient), pred? (predicted correlation coefficient for the extdrtest set)F (Fisher ratio) reflects
the ratio of the variance explained by the model e variance due to the error in the regressiigh values of
the F—test indicate that the model is statisticsigynificant. fse, dse and pred’se are the standard errors terms for
r?, of and pred_“respectively. The statistically significant 2D-Q8Anodel is shown as follows.

Model-1 (Test set:11,15,3,6,7,8)
pIC so(column) = 0.2525(SddssS(sulfate)E-index + 0.4719 (T_O)N- 8.6602 (T_CI_CI_3) + 0.3005(SssOcount)
+0.6598

Statistics:
[ n= 14; Degree of freedom= &;,+0.9493; =0.7653; F test=42.09°5e=0.1672;
o’se= 0.3597; pred’x 0.5311; pred *se = 0.5001]

In the above QSAR equations, n is the number oemaés (Training set) used to derive the QSAR madia the
squared correlation coefficient? & the cross-validated correlation coefficienedrf is the predicted correlation
coefficient for the external test s€tjs the Fisher ratio, reflects the ratio of the aade explained by the model and
the variance due to the error in the regressioghHialues of the F-test indicate that the modedtigistically
significant. fse, gse and pred’se are the standard errors terms fogrand pred_a(smaller is better).
Interpretation of the Models:

Model-1

From equation, model 1 explains 94.93%(x9493) of the total variance in the trainingaewell as it has internal
(o) and external (predrpredictive ability of 76.53 % and 53.11 % respexdy. The F test shows the statistical
significance of 99.99 % of the model which mearat girobability of failure of the model is 1 in 10D0n addition,
the randomization test shows confidence of 99.99%%ha Rand Pred R"2 = 0.00000) that the generatedel is
not random and hence chosen as the QSAR model. FP&AR model 1,positive coefficient value of
SddssS(Sulfate) E-index [the total number of suiplggoup connected with two single and two douldeds.] on
the biological activity indicated that higher vadukeads to good inhibitory activity, positive caeiint value of
T_O_N_6 [single or double bonded oxygen atom sépdritom nitrogrn atom by six bonds in moleculeh the
biological activity indicated that higher value dsato better inhibitory activity whereas lower \alleads to
decrease inhibitory activity, positive coefficiemalue of T_CI_CI_3 [single or double bonded chleriatom
separated from any other chlorine atom by threedbdm molecule] on the biological activity indicdtéhat higher
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value leads to better inhibitory activity whereasvér value leads to decrease inhibitory activityl gositive
coefficient value of SssOcount[the total numbeoxfgen connected with two single bonds.]

Contribution chart for model 1 is represented iguré 4 reveals that the descriptors SddssS(Sultaiepex
descriptor is contributing directly 43% respectiyél_O_N_6 descriptors is contributing directly 2@éspectively,
T_CI_CI_3 descriptor is contributing directly 16%spectively and SssOcount descriptor is contrilgutiimectly
12% respectively to biological activity.
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Sdd... T_... T_Cl.. Sss..
Descriptors

Figure 4: Contribution chart for model-1 showing catribution of different descriptors

Data fitness plot for model 1 is shown in Figurel'Be plot of observed vs predicted activity progida idea about
how well the model was trained and how well it pcegithe activity of external test set.
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Figure 5: Data fitness plot for model-1

The graph of observed vs. predicted activity oifhirey and test sets for model 1 is shown in Figiyré reveals that
the model is able to predict the activity of tragiset quite well as well as external test setyidnog confidence of
model. Result of the observed and predicted intripiaictivity for the training and test compounds tlee Model 1
is shown in Table 2.
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Figure 6: Graph between actual and predicted biologal activity of training and test set for Model-1.

3.2. 3D-QSAR model
KNN-MFA samples the steric and electrostatic fieddsrounding a set of ligands and constructs 3D-R$%#odels
by correlating these 3D fields with the correspagdiiological activities.

The selection of the best model is based on theesadf § (internal predictive ability of the model) and that
pred_f (the ability of the model to predict the activiby external test set). The statistical signific8m-QSAR
model forplCsy(model-1) is given below.

Model-1(Test set:10,15,16,5,9)
pICse(column) = -S_1325(-0.0011 -0.0010)

Statistics:

[KNN= 2; n= 15; Degree of freedom= 13=0.4644; § se= 0.4751; pred*¥ 0.4332; pred *se= 0.4890

The model 1 explains values of k (25, (§.4644), pred *r(0.4332), q_se (0.4751), and pred se (0.4890) prove
that QSAR equation so obtained is statisticallyndigant and shows the predictive power of the nhasleé6.44%
(internal validation) and 43.32%(external valida)io Table 2represents the predicted inhibitory activity by the
model 1 for training and test set.

The data fitness plot for model 1 is shown in FeggdrThe plot of observed vs predicted activity providesidea
about how well the model was trained and how vtgdtédicts the activity of the external test set.
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Figure 7: Data fitness plot for model-1(3D)
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From Figure 8 it can be seen that the model is tbjeredict the activity of the training set quietll as well as
external test set, providing confidence of the nhode

A |
oo os 1ov1s 20 25 0.0 005 10/ 15 20 25

= Actual ®Predicted
Training set Test set
Figure 8: Graph between actual and predicted biologal activity of training and test set for Model-1@D).

Result plot in which 3D-alignment of molecules wille important steric and electrostatic points dbating in the
model-3 with ranges of values shown in the paresisheepresented in Figure 9. It shows the relgtiesition and
ranges of the corresponding important steric amttelstatic fields in the model provides guidelfioge new
molecule design as follows-
(a) Steric filed, -S_1325(-0.0011 -0.0010) has negatigrge indicates that negative steric potential is
favorable for increase in the activity and henas leulky substituent group is preferred in thatmeg

001, -0.001)

Figure 9: 3D-alignment of molecules with the impornt steric and electrostatic points contributing malel-
1(3D) with ranges of values shown in parenthesis

CONCLUSION

Statistically significant 2D/3D-QSAR models werengeated with the purpose of deriving structuraluisgments

for the inhibitory activities of somél,N-diphenylureas derivatives as CCR5 antagonist Hii-agents. The
validation of 2D-QSAR models was done by the cngdation test, randomization tests and extereat set
prediction. The best 2D-QSAR models indicate tHa¢ tescriptors of SddssS(sulfate)E-index, T_O_N_6,
T_CI_CI_3, SssOcount influenced the inhibition aityi
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Table 2: Actual and predicted activities for 20 compounds based on the best 2D/3D-QSAR models

Compd. | pICso | 2D-QSAR model 1 Predicted activity 3D-QSAR model
Predicted activity
1 1.255 1.1317 1.8869
2 0.771 1.1317 1.9115
3 0.892 1.1317 1.9115
4 1.114 1.1317 1.9115
5 1.255 1.1317 1.9115
6 0.820 1.1317 1.9115
7 1.881 1.1317 1.9115
8 1.146 1.1317 1.9115
9 1.176 1.1317 1.9115
10 2.447 2.3761 1.9115
11 2.544 2.0756 1.9115
12 1.462 1.6037 1.9115
13 1.477 1.4322 1.9115
14 1.176 1.1317 1.9115
15 1.415 0.8537 1.9115
16 1.041 1.1317 1.9115
17 1.279 1.1317 1.9115
18 1.792 1.7921 1.9115
19 0.079 -0.0497 1.9115
20 0.000 0.1155 1.9115

KNN-MFA investigated the substitutional requirengefdr the receptor-drug interaction and construdbed best
3D-QSAR models by Multiple Linear Regression methproviding useful information in characterizatiand
differentiation of their binding sites. In conclasj the information provided by the robust 2D/3DABSmModels use
for the design of new molecules and hence, thihatets used for design of new molecules. The nalelsigned
molecules have increased activity than reportetbical activity (Table 3).

Table 3: Newly designed molecules

Compd. R R | R’ R3 Predicted activity| Antilog of pICsg
(PICs0)
1 C2H50CO| CI| ClI H 3.0363 1087.17
2 C2H50CO| H H| OCHS3 2.6766 474.89
3 C2H50CO| H H Cl 2.3761 237.73
4 C2H50CO| H H Br 2.3761 237.73
5 HOOC H H | OCHS3 2.3761 237.73
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