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ABSTRACT

This paper is based on a combination of the priacigomponent analysis (PCA), eigenface and supyector

machines. Using N-fold method and with respech&walue of N, any person’s face images are dividam two

sections. As a result, vectors of training featusesl test features are obtained. Classificationcgien and

accuracy was examined with three different typdseafiel and appropriate number of face features emassidered
and the best function for system identificatiorerathen, face features were fed into the suppatiovenachine
(SVM) with one vs. all classification. At firstFld method was examined for images of training s system.
The results indicated that the rotation of the $etislentical classifications had no impact on #gféiciency of radial
basis function (RBF). It was observed that the igien increased in the 5-Fold method. Then, 10-Fokthod was
examined which indicated that the average recognitate further increased when compared with 2-Feohdl 10-

Fold methods. The results revealed that as thetiostanumber increases, the precision and efficien€ythe

proposed method for face recognition increases.

Key words: Face Recognition, Eigenfeatures, Eigenfaces, Malyier Perceptron (MLP), Support Vector
Machines(SVM), Principal Component Analysis(PCAxdial Basis Function(RBF)

INTRODUCTION

Faces play outstanding roles in identifying andgeizing people and showing emotions at the lemdlscope of a
society. The initial research studies in the reafrface recognition date back to the end of ye&01[4].

Humans’ ability in recognizing faces is remarkasilece we can recall and recognize thousands of fatéch we
learned throughout our lives. That is to say, we @zn recognize the faces of acquaintances maarg leger even
though they have undergone changes in their fdemtures due to aging, growing beard, long hat, Eace
recognition is considered to be a significant iSsugecurity systems, identification of criminatsedit card control,
etc. For instance, the ability to model a particdee and identify it among so many faces storea database can
notably improve the identification of criminals [2]

In face recognition, based on the trained facesjséem can choose a face which is more similaheoréspective
face and consider it as the final response [3].

The most significant difference among the face ged®mn methods is related to the way they exteaad display
facial features and components. Until now, difféneiethods have been proposed for extracting faatifes which
can be divided into two general types, i.e. stmechased methods and feature-based methods [4Et@®-based
methods of face recognition are non-monitored nmeétheohich produce appropriate responses to therlifzesal

changes. As a case in point, principal componealyais (PCA) is regarded as a linear transformatibich uses
input data variance [5]. In general, face recognitmethods consist of a feature extractor and ssifier [6]. The
remaining sections of the paper are organized l&®s®. In section 2, PCA algorithm is described alistussed
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with respect to feature extraction. Section 3 idtiees support vector machine (SVM) for classifmatiin section
4, we will introduce ORL picture data and in Sestiband Section 6 concludes simulation is proposed.

2-Principal Component Analysis

In a collection of the information, it is considdras the main recognition patterns and methodgtsiplied in the
dimension reduction stating the similarities anffledences based on their own main communicativenefgs. The
main element analysis is a powerful tool for analgzthe data. By the reduction of the number of etisions
without losing the main volume, it will find the fparn saving the related data. The main purposthefrelated
algorithm is to summarize the data taking thenhagrocess of saving and compacting issues [7].

2.1-Principal Component Analysis in the face redogm

The main idea of the principal component analysis been suggested by Trek and Pantland in 199th¢8inain
regular basis of the Pantland suggestion is tches®CA for defining and describing the face fesdury Kirby and
Sirovich [9]. This method has been also appliecethuce the dimension and extraction feature tobe ta interact
with the sub-spatial vectors. This makes a betfislay for the data distribution. This sub-spaceatied the face
space when it appears on the face data. After fypegithe vectors, the whole pictures will be triemeed into the
sub-space representing the same sub-space. By dagifgee recent weighs similarities with the newtpie weigh,
it can specify the entered picture[10].

2.2-Eigenface methodology:

This method has been suggested by Pantland foinoorg the studies in relation to recognize the=fgcl] making
the data independent to the extent possible aisdctim be obtained by interacting the whole vertieaitors and
PCA will be applied here. Indeed, the Eigenfacesube PCA Algorithm filteration for compacting itformation;
in other words, it finds firstly the covariance mmatfeature vectors using these vectors for tramisfg the
information and finally it achieves the reduced éittional space for fulfilling the recognition presethrough its
neighbor.

2.3-The eigen extraction of the PCA:

The first phase of the eigen extraction is subptbethe person's face features in every face rétog system. The
suggestive algorithm is subjected to PCA in thissth. The extracted features of the pictures ingpaee with the
higher dimensions are the most essential casesaisiog the calculation complexities in every catiegtion phase.
On the other hand, this can reduce the rate aridrpeance of the categorizing system. The main meé&ssubjected
to the distribution of the feature vectors in acgpavith higher dimension. To prevent the relatedbfam, it is

necessary to write a sub-space with lower dimenbifiore categorizing along with a suitable methbdeature

with a sub—space higer dimentional vector or eigestor. For achieving this, PCA linear separatdt é utilized

potentially[12].

2.4-Calculation of eigen face:

Every picture is considered as two-dimensional xalr In this method,in fact every, is a picture withnxm
dimension which is transferred inBb= nn in other words, we consider a picture as a colwector withPx1
elementsuch as T=(T;..... )" .The obtained vectors make the columns of manigspectively . The dimensions
of this matrix isMxP thatM is related to the number of the pictures. In thgtphase, the total average of faces
will be obtained as following:

_1yM
vz Yn=1 In (1)

We will subtract the total average of and saveeheectors into a matrix. Indeed, the data wilkda@sferred into
the zero centers. By doing this, the mean of #weg will also be zero getting ready for calcutatihe basic
elements[4] .

O =T,-¥ For i=1,2, ...... , M (2)

The covariance matrix will be measured for the maatrix that it will be also obtained by theultiply of the
transpose matriA into itself.

C=ATA (3)

Note that(®;)s make the columns of the matix
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A={ D, D,, Ds,...... , D} For i=1,2,...... .M (4)

The covariance m atrix, eigen vectors and eigeneghre obtained using the following equation:
CV =4V (5)

V' refers to eigen vectors and to eigen values.

The eigenvector matrix is the same vertical vectbed compose the sub-space feature transferriagidita into
these sub-spaces in order to be independent [13].

The eigen features can be applied to describeuhmh's face features [4] that can also be obtdigete following
equation:

V=AV (6)

In the next phase, the eigen values and eigen ngestuld be arranged from the big towards sriveé. ignore
vectors with small changes, because most of thegdsaare done to the special value, and gradualixeron to the
smaller eign values to reach the less scattem@otpys. By innear product’ into matrixA, the data matrix will be
transferred into a new sub-space.

Apmject: VTA (7)
Pictures in the new spaces are defined by a m&fiix.. The new matrix is the basis for comparison.

3-Support Vector Machine (SVM):

The support vector machine is a training algorifiemlearning the categorization and regulationhaf tegression
from the related data. This algorithm has been estggl by Vapnik Vladimir in 1965s [14] as the mfanhous

trainees' categorization ,a Russian researche},dié has been also recovered by Vapnik and Co@orées in

1995 for the nonlinear mood [16] coming from thatBtical Learning Theory being organized and ayeahon the
operational risk minimization process. This methsdone of the most fairly newest approaches that theen
innovated in the recent years in comparison tottaditional methods such as Perceptron Neural Natg The

support vector machines take in to consideratienogerational risk as the aim variable and caleuta¢ optimized
value. The main purpose of the support vector nmechs to obtain the function F(x) as a determiradrthe hyper-
sheet. There have been many various hyper-shestari able to separate the data. But the mairtignas what

hyper-sheet to choose? The training concept opitieires being categorized into the higher dimersio a one
space is not unique. The main distinction of tHateel algorithm is subjected to the selection tiyiser-sheet.

Figure 1 shows the best way of choosing the separal
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Figure 1: Way of the best separator [16]

As it is shown in figure 1, there have been esshblil some separator to categorize the relatedrdtiss case. But
due to the figure, the separatét8 has not separated the two categories correctly.sEparatorsil andH2 have
achieved the best separation but if one case af idaneasured again being established out of thars®rH1, it
will be specified that the separation has not kesneved efficiently, but the separaté? has categorized the task
correctly. Indeed, the difference betwdéh andH2 is correct in the operational risk or the lackcategorization
risk. In the support vector machine the main pugpsssubjected to maximize the margins of the tlagses. Thus,
a hyper-sheet should be selected whose distancetlfi® nearest data in both sides of linear separaanaximum.
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If we reach such a hyper-sheet, it will be introeldl as the maximum margin separator [18]. Figush@vs the
related explanation and description.

Wary

_ Margin
Towiath

Figure 2: Shows the selection of the maximum hypesheet [16]

In order to separate the data, two territorial sheich are in parallel with separation sheet, tnbiesdrawn and
then made away from each other to the extent thay contact the related data; this makes the appea of the
maximum margin. The best separator is a sheethtmthe highest distance from the territorial sheEhe nearest
training samples to the separator hyper-sheet alledcthe support vectors so that they composectasses'
territories.

wath=0
wath=1
wath=t1

‘*
Figure 3: Optimized hyper-sheet for showing two complete separate cases [19]

The decision-making function for categorizing theadis determined with the support vectors anduieeof these
support vectors instead of the whole data can teedalgorithm to compact the related data. Thedimsupport
vector machine is also used as a rapid and accoaé¢gorizing machin for seeking the face in a tivaensional
space [20].

4-ORL Face database:

This database has been gathered from 1992 to 1984 & T laboratory [21] and it can be stated tités one of
the most applied face databases for the face ré@mygalgorithms. This database includes 400 differpictures of
40 persons from each 10 pictures have been takeotogaphing process has been carried out in difter
lightening conditions in different time periods.érk have been established different moods for ittarps such as
open and close eyes with other details like haviregird or being beardless, laugh or without laugh.

The forehead and hair of people can be observablkei related pictures. The face situation towdhgscamera
angle is variable from top to bottom and left tghti side. All the pictures are black and white vé2x112 pixels.
The most common approach for evaluating the facegmtion system is the application of ORL databiasehich
everybody's face pictures have been categorizedtimb sections according to the system requiremtet;first
section of the pictures has been applied for tngigind the second section is subjected to th@iesires issues. For
example, five pictures out of ten sections candresicliered for training and others left for the fEstures issues.

In the training section of the investigated aldurit the pictures in the training section are usedrder to produce
the models of 40 persons in the same 40 classdabelnext phase, the pictures in the test pictseesion can be
applied to determine the rate of the accuracy efsiystem. In order to obtain the value of the raitam accurately,
the above mentioned evaluation is usually repefatedeveral times along with training and test ynies collections
and general recognition will be represented by mméag the mean of the results.
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Figure 4: Related pictures of four persons from ORLdatabase in four lines

5-Simulation:

When the results were obtained, one vs. all classibn was conducted using three kernel functidwdold
category was used to obtain new results. That &ayp among many different poses for each personniages), a
few images are selected as training samples ance#hare regarded as test samples. Accordingetortle vs. all
method, the samples were examined based on theanumhifeatures which had the best efficiency in kieenel
function and the recognition precision was obtaiimethe first stage. In the next stages, the imadedke training
and test samples were periodically replaced. Ttrenyecognition rate is calculated again for eaalyes Finally,
after a complete rotation in the images, an avecdddbe total obtained results is calculated whicheferred to as
average system recognition rate. The most apptepriamber of face features and the best functioaystem
recognition rate, obtained in the previous stagesused for the next stage and the tests are ctutagain so as to
obtain the new results.

In this section, the impact of classification oe #fficiency of the RBF function is examined. ThéoRl method
was used in the classification in which the numtfetraining and trial images was the same (fivegesafor each
person). The location of training images and iri@ges will be replaced. The obtained results arengn table (1).

Table (1): The results of the conducted tests in €h2-fold method

The conducted stages The obtained results|(%)
The first stage (2-fold method) 96
The second stage (2-fold method) 96
Average recognition precision 96

As shown in table above, in systems where theitrgiand test sets have been equally classifiedeflacement of
these sets have no impact on the efficiency oRBE function. In this stage, the training images selected with
the proportion of 8 to 2 in relation to test imagEke average recognition rate is obtained after $ages. That is, in
the first stage, 10 images (for one person) arcssd so that the first and second images aredemesli for test and
the others are used for training. In the seconglestdne same number of classification is used.tfiind and fourth

images are used for test and the remaining imagesselected for training. In this way, the samecpdure

continues until the fifth stage. Then, an averageaiculated from the obtained results and thegmition rate of

this classification is obtained.

Table (2): The results of the conducted tests in &h5-fold method

The obtained results (% The conducted stages
100 The first stage (5-fold method)
98.75 The second stage (5-fold method)
95.0 The third stage(5-fold method)
96.25 The fourth stage(5-fold method)
98.75 The fifth stage(5-fold method)
97.75 Average recognition precision

Finally, in this stage, the training images areded with the proportion of 9 to 1 in relationtst images. The
average recognition rate is obtained after tenestathhat is, ten images (for each person) are ioste: first stage.
The first image for test and the remaining imagessalected for training.
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Table (3): The results of the conducted tests in &h10-fold method

The obtained results (%) The conducted stages
97.50 The first stage (10-fold method)
100 The second stage (10-fold method)
100 The third stage(10-fold method)
100 The fourth stage(10-fold method)
100 The fifth stage(10-fold method)
100 The sixth stage(10-fold method)
100 The seventh stage(10-fold method)
100 The eighth stage(10-fold method
95.0 The ninth stage(10-fold method)
95.0 The tenth stage(10-fold method)
98.75 Average recognition precision

CONCLUSION

As a result of using N—fold method, each persoa¢efimages was divided into two sections. The d$estion of the
images was used for training and the second sestisnused for test. Then, features were extracted the images
by means of the linear algorithm of the principamponent analysis (PCA). The results of these stage the
attainment of the training and trial feature vestdrhe vector of features (10 to 90) for the tettl was examined
by three kernel functions. The obtained resultsevas follows: 96% for the RBF kernel function wi@ feature
vectors (20 eigenfaces), 97.5% for the kernel MuRcfion with 50 feature vectors and 93.5% for thé/pomial
kernel function with ten feature vectors. With resipto the most appropriate number of special f§2@sand the
best kernel function in the system recognition,rdtey were fed into the support vector machinesifeer. The one
vs. all method was used for classification. FirsByfold method was tested for the system. Thegeition rate of
the system in both stages was 96%. The obtainettsesdicated that, in systems in which trainimgldest sets are
classified equally, rotation of such sets havempact on the efficiency of the RBF kernel function.

In 5-fold method, the 5-stage test revealed thatrétognition rate is 97.75% which had increasedomparison
with the 2-fold method. In the 10-fold method, & stage test indicated that the obtained avemgegnition rate
was 98.75%. The results indicated that as the nupf®tations increase, the recognition rate difidiency of the

proposed method for recognizing face increases.enewy it should be noted that the speed of reciognitecreases
which is due to an increase in the number of roieti
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