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ABSTRACT

Hummingbird is a new ultra-lightweight crypto-graphalgorithm targeted for resource-constrained deg like
RFID tags, smart cards, and wireless sensor nobfethis paper, we design the algorithim using Dspdoie, we
describe efficient hardware implementations of amhingbird component in field-programmable gate grra
(FPGA) devices. We implement an encryption/deargptiore on the low-cost Xilinx FPGA series Vertearts
compare our results with other reported lightweidbibck cipher implementations. Our experimentaluhss
highlight that in the context of low-cost FPGA implentation Hummingbird has favorable efficiency kbovd area
requirements.

Key words: Lightweight cryptographic primitive, resource-caasted devices, FPGA implementations.

INTRODUCTION

Hummingbird is a recently proposed ultra-lightweighyp-tographic algorithm targeted for low-costasimdevices
like RFID tags, smart cards, and wireless sensde®1d3]. It has a hybrid structure of block ciplaed stream
cipher and was developed with both lightweightwafe and lightweight hardware implementations fanstrained
devices in mind. Moreover, Hummingbird has beemwshto be resistant to the most common attacks dakbl
ciphers and stream ciphers including birthday &ttdidferential and linear cryptanalysis, structattacks, algebraic
attacks, cube attacks, etc. [3].

In practice, Hummingbird has been implemented aceosvide range of different target platforms [3J]. [Those
imple-mentations demonstrate that Hummingbird presi efficient and flexible software solutions faarious
embedded applica-tions. However, the hardware pegfoce of Hummingbird has not yet been investigated
detail. As a result, our main contribution in tipigper is to close this gap and provide the firitieht hardware
implementations of Humming-bird encryption/decrgpticores on low-cost FPGAs. Our implementation Itesu
show that on the Vertex-5 XC5VLX30 FPGA device thgeed optimized Hummingbird encryption core can
achieve a throughput of 168D Mbps at the cost of 273 slices, whereas the etiorydecryption core can be
implemented in 558 slices and operate at 8 28bps.

[I. THE HUMMINGBIRD CRYPTOGRAPHIC ALGORITHM

Hummingbird is neither a block cipher nor a stredpher, but aotor machineequipped with novel rotor-stepping
rules. The design of Hummingbird is based on agagiecombi-nation of a block cipher and stream eiphith 16-
bit block size, 256-bit key size, and 80-bit in@rstate. Figure 1(a) and Figure 1(b) illustrat ithitialization and
encryption processes of the Hummingbird cryptogi@plgorithm, re-spectively. Both initialization éuencryption
consist of four 16-bit block ciphei; (i = 1, 2; 3; 4), four 16-bit internal state registé®Si(i = 1, 2; 3; 4), and a
16-stage Linear Shift Feedback Register (LFSR).ddwer, the 256-bit secret kd§ is divided into four64-bit
subkeysks; ky; ks andk, which are used in the four block ciphers, respectively.

After a system initialization process as shown iguFe 1(a), a 16-bit plaintext blodRT, is encrypted by passing
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four identical block ciphergy; (-) (i = 1, 2; 3; 4) in a consecutive manner, each of which is &&substitution-
permutation (SP) network with 16-bit block size &®bit key as shown in Figure 1(c). The block eipbonsists
of four regular rounds and a final round. The sitigbn layer is composed of four S-boxes with #ibputs and 4-
bit outputs as shown in Table I.

TABLE | FOUR SSBOXESIN HEXADECIMAL NOTATION

X 0|1 2[3|4|5|6| 7|8 99 AB|C|D|E|F
Si(X) 8| 6|5|F|1/C|A|9|E|B|[2|4]7/0|D|3
S(X) O|7|E[1|5/B|8|2| 3] AAD|6|F[C|4]9
S(X) 2| E|F[5|C|1|9| A/ B|4]|6|8]07|3|D
Si(X) 0| 7| 3|4/ C|1|A|/F|/D|E|6]|B]2]8]9]5

The permutation layer in the 16-bit block ciphegigen by the linear transforin : {0; 1}*® — {0; 1}*° defined as
follows:

L(m) =m[ (m €6) @ (m <10);
wherem = (my; my; ---; mys) is a 16-bit data block.

To further reduce the consumption of the area angdep of Hummingbird in hardware implementationg)rfé&-
boxes used in Hummingbird can be replaced by aesiSebox, which is repeated four times in the 16kbbck
cipher. The compact version of Hummingbird can eehithe same security level as the original Humirnggand
will be implemented on FPGAs in this paper. For endetails about Hummingbird, the interested re&lesferred
to [3].

(@) Initial zation Process (5} Ercryption Process {c} 10-bit Mock Cipher

Fig. 1. The Hummingord Crypiographic Alposithm and Its Inlemal Structure

TABLE 11 AREA REQUIREMENT COMPARISON FOR THE LOOP-UNROLLED ARCHITECTURE OF 16-BIT BLOCK CIPHER
ON THE SPARTAN-3 XC3S200 FPGA

S-box Implementati # # Total
on LUTs | FFs Occupied
Strategy Slices
9| LUT 186 16 107
BFR 186 16 109
92| ® LUT 193 16 112
BFR 186 16 107
s | ® LUT 186 16 101
BFR 186 16 106
9 | LUT 190 16 104
BFR 187 16 109

When comparing different S-boxes and implementadioategies, Table Il shows that the loop-unroiechitecture
occupies the minimal number of slices provided ti@ S-boxS;(x) is employed and implemented by a LUT.
Therefore, the S-box $(X) is chosen for efficient implementation of speegtimized Hummingbird
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encryption/decryption cores that are describeckiaitlin the following subsections.

Tablelll Notation

PT; the i-th 16-bit phuntext blo<k, i = 1,2, .., n

Ty the i-th 16-bit ciphenext block. § = 1,92, ... n

K the 256-bit secmet key

Egel-) the emcryption function of Hummingbird with 2586-bit secret key K

D (-} the decrypaon function of Hummingbdrd with 256-bit secret key A

ke the -1-bit subkey used in the i-th block cipher, § = 1,2, 3, 4 such that i = kg [|Bof des | ks

Eg, i) a block cipher emeryption algorithm wiath 16-bit input, G4-bit key ky. and 16-bit output, Le, Eyp, - {0, 1} 18 5
0,118 o1t i=1.034

Dy () o blo{hcipl'urd:r_'t!"-'yinn algorithm with 16-bit input, G4-bit key by, and 16-bit output, ie., Dy, - {0, lll“'i ¥
{01} = {0,2)} i=1,2.3.4

HSi the i-th 16-bit intermal state mgister, i = 1, 2.3, 4

LF5E & 16-stage Linear Feedback Shift Register with the characteristic polymomial fiz) = ='% 4 2% 4 212 ¢
S

B modulo 27 addition operator

= modulo 2 subtraction operator

il exclusve-OR (OR ) operator

m o | lefit circular shift operator, which rotates all bits of m to the kit by [ bits, as iF the keft and the nght ends of
mowenr jomned.

K" the j-th 16-bit key used in the i-th block cipher, j = 1,2, 3,4, such that & = K[V K37 K prc

Siiz) the i-th 4-bit to 4-bit S-box used in thes block cipher, 5y (x) F3 = Fli=1,2234

MNONCE; the: 2-th nonce which 15 a 16-bit random number, ¢ = 1, 2.3, 4

I the G4-bat amitial vector, such that 11 = NONCE; ENONCE: |NONCE s ||MONCE,

A Initialization Process

The overall structure of the Hummingbird initialimen algorithm is shown in Figure 1(a). When using
Hummingbird in practice, four 16-bit random non®®NCE are first chosen to initialize the four interntte
registersRSi(i = 1; 2; 3; 4), respectively, followed by four consecutive gptions on the messadgeSL RSB by
Hummingbird running in initialization mode (see &ig 1(a)). The final 16-bit cipherteX¥ is used to initialize the
LFSR. Moreover, the 13bit of the LFSR is always set to prevent a zegister. The LFSR is also stepped once
before it is used to update the internal statestegiRS3. We summarize the Hummingbird initialization pges in
the following Algorithm 1.

Algorithm 1 Hummingbirdinitialization
Input: Four16-bit random noncBIONCE (i =1; 2; 3; 4)
Output: Initialized four rotordRSj (i = 1; 2; 3; 4) and LFSR

1:R&1, = NONCE, [Nonce Initialization]
2:RS2, = NONCE,

3:R&3; = NONCE;

4:R%4, = NONCE,

5:fort=0to3do

6:V12 =Eq (RS, RS) RI)

7:V23 =Ex (V12 R%)

8:V 34 =Ex (V23 RS)

9TV, =Eq (V34  RS)

10:R1; = RY, TV

11:R2:; =R, V12

12.RS31 = RSB, V23

13:R% = RS, V34

14:end for

15.LFSR =TV; | 0x1000 [LFSR Initialization]
16: return RSj (i=1; 2; 3; 4) and LFSR

B. Encryption Process

The overall structure of the Hummingbird encryptiafgorithm is depicted in Figure 1(b). After a symst
initialization process, a 16-bit plaintext bloBX; is encrypted by first exe-cuting a moduft addition ofPT, and
the content of the first internal state regidR8l. The result of the addition is then encryptedthy first block
cipher E, . This procedure is repeated in a similar manoerahother three times and the outputE=f is the
correspond-ing cipherte@T;. Furthermore, the states of the four internalestagisters will also be updated in an
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unpredictable way based on their current states otitputs of the first three block ciphers, and state of the
LFSR. Algorithm 2 describes the detailed proceadiréiummingbird encryption.

Algorithm 2 HummingbirdEncryption
Input: A 16-bit plaintextPT, and four rotorRkRSj (i=1; 2; 3; 4)
Output: A 16-bit ciphertexCT;

1: V12 =E4 (PT; RSL) [Block Encryption]

2: V23 =Ex, (V12 R2)

3: V34 =E3 (V23 RS3)

4: CTi =Ba (V34 RS

5. LFSRy; « LFSR [Internal State Updating]
6: RS.H.]_ = RS.t V34t

7. RB.1 = RSB, V23  LFSR4

8: Rg&l - Rg‘t Vlzt RS-t+1

9: R2u1 =R, V12 R%.1

10: return CT;

C . Decryption Process
The overall structure of the Hummingbird decryptadgorithm is illustrated in Figure 1(c). The dqutign process
follows the similar pattern as the encryption ardetailed descrip-tion is shown in the followinggatithm 3.

Algorithm 3 HummingbirdDecryption
Input: A 16-bit ciphertexCT, and four rotorRSj (i=1; 2; 3; 4)
Output: A 16-bit plaintextPT;

1: V34 =Dy (CT) RSk [Block Decryption]

2: V23 =D (V34) RS

3: V12 =Dy (V23) R

4: PT, =D (V12) RSl

5: LFSR,; < LFSR [Internal State Updating]
6: RS, = RS, V34

7. RS = RSB, V23  LFSRa

8: Rg&l - Rg‘t Vlzt RS-t+1

9 R9t+l - Rgt Vlzt Rg‘t+1

10: return PT;

D. 16-Bit Block Cipher

Hummingbird employs four identical block ciphétg (}) (i = 1, 2; 3; 4) in a consecutive manner, each of which is a
typical substitution-permutation (SP) network witBrbit block size and 64-bit key as shown in tHefeing Figure

2.

The block C|Pher consists of four regular rounds arfinal round. The 64-bit subké&yis split into four 16-bit round
keysK,"; Kz : Ko andK," that are used in the four regular rounds, respelgtiMoreover, the final round utilizes
two keysK5 andKe O directly derived from the four round keys (see. Ry While each regular round comprises of
a key mixing step, a substitution layer, and a pegation layer, the final round only includes the keixing and the
S-box substitution steps. The key mixing step iplemented using a simple exclusive-OR operatioreradis the
substitution layer is composed of four S-boxes Wit inputs and 4-bit outputs as shown in Table |
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Fig. 2The Structure of Block Cipher in the Hummingbird Cryptographic Algorithm

TableV Four S-Boxesin Hexadecimal Notation

X 0|1 | 2] 3| 4] 5] 6| 7] 8 99 A B G O H H
Sx | 8|6 | 5| F|] 1| C| Al 9| E| Bl 2| 4 74 0 D 3
S [0 ] 7 E| 1] 5| B| 8| 2| 3] Al Dl 6] Ff g 4 9
SX) |2 E|F| 5] C| 1| 9| Al B| 4| 6| 8 0o 7 3 0
S |07 |3|4| C| 1| Al F| D| E| 6] Bl 2 8 9 5§

The selected four S-boxes, denotedify) : F', — F%; i = 1; 2; 3; 4, are Serpent-type S-boxes [1] with additional
properties (see [9] for more details) which canueasthat the 16-bit block cipher is resistant toeéir and
differential attacks as well as interpolation attathe permutation layer in the 16-bit block cipleigiven by the
linear transform

L : {0; 1}*® — {0; 1}*® defined as follows:

L(m) =m0 (m £6) e (m <10);

wherem = (mg; my; ---; Mys) is a 16-bit data block. We give a detailed dedion for the encryption process of the
16-bit block cipher in the following Algorithm 4.HE decryption process can be easily derived fraaretitryption
and therefore is omitted here.

[ll. FPGA IMPLEMENTATIONS OF HUMMINGBIRD

In this section efficient FPGA implementations o$tand-alone Hummingbird component are describede that
the choice of different kinds of 1/O interfaces hassignificant influence on the performance of kace
implementation and is highly application specifitlerefore, we do not implement any specific I/Oiddg order to
obtain the accurate perfor-mance profile of a pkimmingbird encryption/decryption core and to pdevenough
flexibility for various applications.

A. Selection of a “Hardware-Friendly” S-Box

A “hardware-friendly” S-box is the S-box that cam &fficiently implemented in the target hardwaratiolrm with a
small area requirement. Fourx4 4 S-boxesS(x) : F, — F% (i = 1, 2; 3; 4) have been carefully selected in
Hummingbird according to certain security critefgee Section 11). To implement the compact versan
Hummingbird, we need to choose a “hardware-friech@ybox from four S-boxes listed in Table |. By mgithe
Boolean minimization todEspressd4] we can obtain the minimal Boolean functionnegenta-tions (BFR) for the
four S-boxes in Hummingbird. Note that each S-bax lbe implemented in hardware by using either k-lgntable
(LUT) or the Boolean function representations (icambinatorial logic). The exact efficiency of tabove two
approaches significantly depends on specific harevgdatforms and synthesis tools. Therefore, fer phoposed
architecture of the 16-bit block cipher in SectldFrB we investigate two implementation strategies., LUT and
BFR) for the four S-boxes and select one that tesnlthe most area-efficient implementation of itgebit block
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cipher.

B. Loop-Unrolled Architecture of 16-bit Block Ciphe

The loop-unrolled architecture for the 16-bit blaggher is illustrated in Figure 3. In this architere, only one 16-
bit block of data is processed at a time. Howetigg rounds are cascaded and the whole encryptéon be
performed in a single clock cycle. The loop-unrdléchitecture consists of 8 XORs, 20 S-boxes dapdrmutation
layers for the datapath. To select a “hardwarerdlig’ S-box for the compact version of Hummingbinde

implement the loop-unrolled architec-ture of thelitblock cipher on the target FPGA platform aadttone S-box
candidate from Table | each time. Table Il sumnexithe area requirement when using different Sdaxel
implementation strategies. All experimental resates from post-place and route analysis.

ki
3
L
!

Fig. 3. Loop-Unrolled Architecture of 16-bit Block Cipher

TABLE V AREA REQUIREMENT COMPARISON FOR THE LOOP-UNROLLED ARCHITECTURE OF 16-BIT BLOCK CIPHER
ON THE SPARTAN-3 XC3S200 FPGA

Implementati # # Total
S-box P on LUTs | FFs | Occupied

Strategy Slices
5 ) LUT 186 16 107
BFR 186 16 109
5 ) LUT 193 16 112
BFR 186 16 107

s ) LUT 186 16 101
BFR 186 16 106
s LUT 190 16 104
4 ®) BFR 187 | 16 109

When comparing different S-boxes and implementagioategies, Table V shows that the loop-unroliethitecture
occupies the minimal number of slices provided tia S-boxS;(x) is employed and implemented by a LUT.
Therefore, the S-box $(x) is chosen for efficient implementation of speegtimized Hummingbird
encryption/decryption cores that are describeckiaitlin the following subsections.

C. Speed Optimized Hummingbird Encryption Core

The top-level description of a speed optimized Hungabird encryption core is illustrated in Figure After the
chip enable signal changes from ‘0’ to ‘1’, thetigization process (see Figure 1(a)) begins and fotorsRSi(i =
1; 2; 3; 4) are first initialized by four 16-bit random raathrough the interfad@Siwithin four clock cycles. From
the fifth clock cycle, the core starts encryptR§L RS3 for four times and each iteration requires fdock cycles
to finish encryptions by four 16-bit block ciphexrs well as the internal state updating. Duringaibeve procedure,
the 64-bit subkeyg; (i = 1, 2; 3; 4) are read from an external register under thgrobof a key selection signal.
Moreover, depending on the value of a round coutiter multiplexetMs chooses the correct computation results to
update four rotors and other multiplexers seleqirapriate inputs to feed the 16-bit block ciphemc® the
initialization process is done after 20 clock cgclhe first 16-bit plaintext block is read fromexternal register for
encryption. With another four clock cycles, the responding ciphertext is output from the encryptwore.
Therefore, the proposed speed optimized Hummingdirdryption core can encrypt one 16-bit plaintarick per
4 clock cycles, after an initialization proces06fclock cycles.

D. Implementation Results and Comparisons

A summary of our implementation results is presgnte Table VI, where the area requirements (ineslj¢ the
maximum work frequency, and the throughput are iplex. All experimental results were extracted afteice and
route with the ISE Design Suite 9.2i from Xilinx @anXC5VLX30 Vertex-5 platform with speed gra€®. From

Table IIl, we note that the speed optimized Humrirdyencryption core can achieve a throughput @t 4®bps

at the cost of 273 slices, whereas the Hummingbircyption/decryption core occupies 558 slices gperates at

1288 Mbps on the target FPGA platform.
TABLE VI IMPLEMENTATION RESULTSFOR COMPACT VERSION OF HUMMINGBIRD ON

275
Scholars Research Library



Ashwani Sengar et al Arch. Appl. Sci. Res., 2013, 5 (3):270-277

THE XC5VL X30 Vertex-5 FPGA

Mode # LUTs | #FFs| Total Occupied| Max. Freq.| # CLK Cycles | Throughput Efficiency
(Enc/Dec) Slices (MHz) Init. | Enc/Dec (Mbps) (Mbps/# Slices)
Enc 473 120 273 40:1 20 4 1604 0:59
Enc/Dec | 1,024 | 145 558 322 1288 0:23

TABLE VII PERFORMANCE COMPARISON OF FPGA IMPLEMENTATIONS OF CRYPTOGRAPHIC ALGORITHMS

Cipher Key | Block FPGA Total Occupied| Max. Freq.| Throughput Efficiency
Size | Size Device Slices (MHz) (Mbps) (Mbps/# Slices)
Hummingbird | 256 16 Vertex-5 XC5VLX30 273 40:1 1604 0:59
80 64 176 258 516 2:93
PRESENT [10] 128 o Spartan-3 XC3S400- 202 252 508 251
PRESENT [7] | 80 64 Spartan-3E XC3S500 271 - - -
Spartan-3 XC3S50-5 254 62:6 36 0:14
XTEA[8] 128 64 Virtex-5 XC5VLX85-3 9; 647 3322 20; 645 2:14
ICEBERG [12] | 128 64 Virtex-2 631 - 1, 016 161
SEA[9] 126 126 Virtex-2 XC2V4000 424 145 156 0:368
AES [2] Spartan-2 XC2S30-6 522 60 166 0:32
AES [6] Spartan-3 XC3S2000-6 17, 425 1961 25, 107 144
128 128 Spartan-2 XC2S15-6 264 67 2:2 0:01
AES [11] Spartan-2 XC2V40-6 1,214 123 358 0:29
AES [1] Spartan-3 1; 800 150 1700 0:9

Table VII describes the performance comparison of Blummingbird implementation with existing FPGA
implementations of block ciphers PRESENT [7], [IOTEA [8], ICEBERG [12], SEA [9] as well as AES [1P],
[6], [11]. Note that numerous AES hardware architees have been proposed in literature and we fordys on
those implementations using low-cost Vertex sefie6&A devices with speed grade -5 and above foptingose of
comparison. Moreover, the implementation figured@EBERG and SEA are only available on Virtex-2ieer
FPGAs. We also would like to point out that it isitg difficult to provide a fair com-parison amougferent
implementations on FPGAs, taking into account tiverdity of FPGA devices and packages, speed deagé and
synthesis and implementation tools. Therefore, V8@ &clude additional information such as impletag¢ion
platform and speed grade level in Table IV.

Our experimental results show that in the contdxtow-cost FPGA implementation Hummingbird can acis
larger throughput with smaller area requirementemvicompared to block ciphers XTEA, ICEBERG, SEA and
AES. How-ever, the implementation of the ultra-tighight block cipher PRESENT is more efficient titaat of
Hummingbird, although a slightly larger (and henoere expensive) FPGA device Vertex-5 XC5VLX30 is
required. The main reason is due to the complexrnial state updating procedure in Hummingbird aiplsee
Figure 1(a) and Figure 1(b)). As a result, the m@ninit is more complicated and the delay of thidoal path is
much longer in the Hummingbird hardware architeztinan those in the PRESENT core.

CONCLUSION

This paper presented the first efficient FPGA immpdaita-tions of the ultra-lightweight cryptograplatgorithm
Hum-mingbird. The proposed speed optimized Hummindgéncryption/decryption cores can encrypt or gpta
16-bit message block with 4 clock cycles, afterimitialization process of 20 clock cycles. Compatedother
lightweight FPGA implementations of block cipher§&A, ICEBERG, SEA and AES, Hummingbird can achieve
larger throughput with smaller area requirementngeguently, Hummingbird can be considered as aal ide
cryptographic primitive for resource-constrainedissnments.
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