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ABSTRACT.

There are many drugs available in the market faating typhoid infection, but the emergence of iaduitg
resistant strain of Salmonella typhi (S.typhi) mesessitated the exploration and development oEnsteuctural
moiety of Schiff bases as anti-S. typhi agents g@wartheir enormous inhibitory activity againstghyacterium. In
this present study, a Genetic function approximma{l@FA) QSAR analysis of some selected Schiff eifesinti-S.
typhi activity was performed using Semi-empiridain@) derived OD,1D, 2D and 3D descriptors resultinghe
generation of three statistically significant maglélom which an octa-parametric model was seleetedhe most
robust model with R= 0.8589, R,4= 0.8155, G = 0.7437,R- Q*= 0.1152, F — 1’ / 1> =0.00, ¥ — r* / I* =
0.0263. The optimization model hinted the dominiafitence of the size descriptor ETA-Eta-B (Branghindex
EtaB relative to molecular size) on the observeti-8ryphi activity of Schiff bases. It is envisdgleat the QSAR

results identified in this study will offer impontastructural insight into designing novel antiyghi drugs from
Schiff bases.
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INTRODUCTION

Salmonella typhis a Gram-negative bacterium responsible for tightiever [1, 2, 3] an endemic disease prevalent
in the tropic and sub-tropical regions of the woiidhas become a major public health concern ivelbping
countries of the world with over 21.6 million casasd at least 250,000 deaths occurring annually tf]s,
constituting a serious source of morbidities andltailities in these regions.

Many drugs such as ceftriaxone, chloramphenicpkofioxacin/ofloxacin, cefixime, and ampicillin abd for the
treatment of this infection. Regrettably, the owerumisuse, and inappropriate antibiotic prescgibjmactices
coupled with use of allopathic drugs as well asomtolled use of antibiotics in agriculture, aninhaisbandry and
fisheries has led to the growth of multi-drug resise strain o8.typhi[5, 6, 7, 8]. Thus, there is an urgent need to
develop new antibiotics that will arrest this damges trend of multi-drug resistance by this organ(S. typh).

In recent years, Schiff bases have received coraditle attention because of their physiological and
pharmacological activities [9]. This class of orgatompounds have also demonstrated significaniiitany
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activity against the growth &. typhi[10, 11, 12, 13] making them potential drug cantidar man’s quest to curb
the dangerous trend of multi-drug resistance pbyetlis pathogenic micro-organism.

Quantitative structure activity relationship (QSAB3tablishes the mathematical relationship betwsgysical,

chemical, biological or environmental activities witerest and measurable or computable parametdtsdc
molecular descriptors. Its main assumption is gtatcturally similar molecules tend to have siméativities and
that molecules with unknown properties can be coetpéo structures with known properties [14]. Tipplecation

of quantitative structure activity relationship (&) methodologies has potential to decrease sutistigrthe time

and effort required to discover new medicines aintprove current ones in terms of their efficacyawpiding the
conventional trial and error approach employedhim discovery and development of novel medicines\mjiding

leads unlikely to be successful. Thus, promotingegrand greener chemistry by reducing waste argdsing

efficiency.

Aim of the present study is to build robust, ratibrand predictive Genetic function approximati@FA) based
QSAR models fo6. typhiinhibitory activity of Schiff bases.

MATERIALSAND METHODS

The various steps invoked for the QSAR study aesgmted in the flowchart in Figure 1.

?
?
-

Figure 1: Stepsinvoked in the QSAR Study

Data collection
The chemical structures and experimental minimuimbitory concentration MIIC) values inpg/ml of anti-
Salmonella typhB85 Schiff bases were taken from literature [10,1121,,13]. TheMIC values of the compounds were
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converted to logarithmic scaleNPC = logMIC (ug/ml)] in order to reduce the dispersion of dataasel to get
linear response and well data fitting [23]. Theation, structure, MIC and pMIC values for each memaf the
training set are presented in Table 1.

Molecular optimization

Optimization is the process of finding the equiliion or lowest energy geometry of molecules [23]e Tiemical
structure of each compound in the data set wasrdmaith Chemdraw ultra V12.0 and saved as *cdx filbe
molecules were first pre-optimized with the molecuhechanics (MMFF) procedure included in Spartaiv1.1.0
software and the resulting geometries were furtbBned by means of Semi-empirical (PM3) method-bR 650
computer system (Intel Pentium), 2.43GHz proces$GB ram size on Microsoft windows 7 Ultimate opigrg
system. The lowest energy structure was used foh ea@olecule to calculate their physicochemical prtps
(molecular descriptor).

Descriptor calculation

Molecular descriptors simply refer to arithmetigalues that describe properties of molecules obthfrom a well-
defined algorithm or experimental procedure [23je Various 0D, 1D, 2D and 3D descriptors were dated using
Padel descriptotool kit.

Model building

The computed descriptors were subjected to regmesmznalysis with the experimentally determined miumin
inhibitory concentrationon logarithmic scale (pMI&3 the dependent variable and the selected d&sesrigs the
independent variables using Genetic function appration (GFA) method in Material studio software develop
the optimization model, 35 samples were includeth@training set. The number of descriptors inrégression
equation was set to 5, and Population and Genaratére set to 1,000 and 5,000, respectively. Thehsu of top
equations returned was 3. Mutation probability via$, and the smoothing parameter was 0.5. Thestitai
significance of the generated models were assdssetl on Friedman’s LOF and the optimum model wksted
based on this and other statistical parameters.

Model Validation

Validation is the process of evaluating the fittedgjlity, stability, reliability and predictive dfiy of the developed
models QSAR models [23]. The optimization model delal) was validated and the validation parameibtained
were compared with the minimum recommended value fgenerally acceptable QSAR model shown in T2ble

Table 1: Anti-Salmonella typhi activity of the compounds (MIC pg/ml and pMIC)
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R

Figure1: parent structurefor compound 1-8

cpd R R MIC | pMIC
1 3-OCH 4-CH; | 18 1.26
2 3,4-OCH 4-CH; | 16 1.20
3 3,4,5-0CH 4-CH; | 40 1.60
4 3-OCH, 4-OH 4CH | 8 0.90
5 4-F 4CH; | 60 | 1.7¢
6 4-Cl 4CH | 30 1.48
7 4-Br 4-CH | 64 1.81
8 4-CH | 120 | 2.08
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Figure2: parent structurefor compound 14-29

cpd] R R [R|] R [ MIC | pMIC

14| H|] H]H Cl 22 | 1.34
5| H] H]H Br 19 [ 1.28
16| H] H]H F 22 | 1.34
17| H|] H | c F 79 | 1.90
18| H] H | H| cH | 18 | 1.26
1¢|H|] H|H]|OCH ]| 42 | 162

20| H] H| H|] Ng | 23 | 1.36
20| HING | H| NO, | 19 | 1.28
22| Br] H]|H Cl 38 | 1.58
23 | Br] H|H Br 21 | 1.32
24 | Br] H]H F 23| 1.36
25 [Br[ H [c F 21 | 132

26 [ Br| H| H| cH | 24 | 1.38
27| Br] H] H][OCH]| 42 | 162
28 Br] H] H] NG| 20 | 130
29[ Br[ NG| H|] NO, | 21 | 1.32
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Figure 3: parent structurefor compound 30-35
Cpd | R R MIC | pMIC
30 | H N(CHy), 19 1.28
31 | H N(GHs), 15 | 1.18
32 | H N(GHs)2 16 1.20
33 | H N(CeHi)2 17 | 123

34 |v| — N , 20 | 1.30
o
NS

NH
N

35 | H 23 1.36

Table 2: Validation metricsfor a generally acceptable QSAR model

S/n | Metric symbol Name Threshold

1 Coefficient of determination >0.6

2 Q LOO cross validation coefficient > 0.5

3 Rored External test set's coefficient of determinatipn > 0.6

4 - Difference between®and G <0.3

5 F value Variation ratio High

6 -1’/ P Golbraikh and Tropsha condition <0.1

7 F-r/ P Golbraikh and Tropsha condition <0.1

Source: [15, 16, 17]

VALIDATION PARAMETERS

R? (the square of the correlation coefficient): describes the fraction of the total variationibttred to the model.
The closer the value of?Rs to 1.0, the better the regression equationaplthe Y variable. Ris the most
commonly used internal validation indicator anéxpressed as follows:

_ 2
R2 =1 _2(%/2};0:)—51/;2::?71)9)2 (1)

Where, Yobs; Ypred ;Ytraining are the experimemaperty, the predicted property and the mean éxeatal
property of the samples in the training set, respely .

Adjusted R? (R%g): R® value varies directly with the increase in numbéregressors i.e. descriptors, thus, R
cannot be a useful measure for the goodness of Ifiadeherefore, R is adjusted for the number of explanatory
variables in the model. The adjustetidefined as:

-1 (n-1)R?-P
Rl = 1-(1 - R?) 2oL = 0oor @

n-p+1
Where p = number of independent variables in thdehd.8]

Q? (Leave one out cross validation coefficient): The LOO cross validated coefficient3Qs given by;

2 _ 4 X(rp-v)?
Q=1 Ty (r-vym)? ©)
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Where Yp and Y represent the predicted and obseasetidity respectively of the training set ang, the mean
activity value of the training set [18].

Variance Ratio (F): this parameter is used to judge the overall sigaifce of the regression coefficient. It is the
ratio of regression mean square to deviations reqaare defined as:

S (Ycal-ym)?
- 14
F= /Z(Yobs—llcal)2 (4)

N-P-1

Where Y,ps stands for the observed response value, whilgi¥ the model-derived calculated response anid the

average of the observed response values. The E halsl two degrees of freedom: p, N — p — 1. Thepeed F

value of a model should be significant at p < 0A%igh F value is an indication that the regressioefficients are
significant [15].

Standard error of estimate (s): Low standard error of estimate is an indicatioraajood model. It is defined as
follows:

_ 2
s =) )

Its degree of freedom is N-p-1 [15].

L eave one out cross validation (LOOCYV): in this cross validation approach, the model peetedly refit leaving
out a single observation and then used to deriwediction for the left-out observatiofror good predictability, &
> 0.5 and R— @ > 0.3. The equation for CV is:

Q2 -1— PRESS ©6)

Y (Yi-ym)?2
PRESS =, (Ypred,i —Yi) )
Q? = LOOCYV cross validation coefficient?R coefficient of determination.

Yiis the data value(s) not used to construct the @deh) PRESS is the predictive residual sum of thesesym
= mean of the experimental bioactivity (pMIQ@pred, i is the predictedi[16].
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RESULTSAND DISCUSSION

Table 3: GFA derived QSAR modelsfor the pMIC of the selected Schiff bases

Model Equation Definition of terms

+0.001733366 * X124 X124 :
1. - 0.048104300 * X125 X125:
-0.110389586 * X144 X144 :
+0.208049019 * X159 X159 :
+0.024540633 * X165 X165 :
+0.486019870 * X200 X200 :
+0.447687106 * X216 X216 :

+0.936108571

pMIC = - 37.716609524 * X64 X64 :BN:ETA_EtaP_B

DV : PNSA-2

DW : PNSA-3

EP : RNCS

FE : LOBMIN

FK : MOMI-YZ

GT : Wnu2.volume|
HN : WK.eneg

+0.001432639 * X124 X124 :
2. -0.047261292 * X125 X125:
-0.112261024 * X144 X144 :
+0.197812171 * X158 X158 :
+0.023705510 * X164 X164 :
+0.431956515 * X216 X216 :
-0.230144398 * X229 X229 :

+0.93984167

pMIC = - 39.324866343 * X64 | X64 :BN:ETA_EtaP_B

DV : PNSA-2
DW : PNSA-3
EP : RNCS
FD : LOBMAX
FJ : MOMI-XZ
HN : WK.eneg
1A : WK.polar

3. +0.001469090 * X124 X124 :
-0.047159174 * X125 X125:
-0.111871139 * X144 X144 :
+0.190408175 * X159 X159 :
+0.023663077 * X165 X165 :
+ 0.431644505 * X216 X216 :
- 0.222354151 * X229 X229 :

+ 0.989289993

pMIC = - 38.895205619 * X64| X64 :BN:ETA_EtaP_B

DV : PNSA-2
DW : PNSA-3
EP : RNCS
FE : LOBMIN
FK : MOMI-YZ
HN : WK.eneg
1A : WK.polar

Table4: Validation Parameters of the models

S/n Parameters Model 1 Model 2 model 3
1 | Friedman LOF 0.0447670p  0.044782Dp0  0.04482100
2 | R-square 0.8589460 | 0.8588980 | 0.8587750
3 | Adjusted R-squared 0.81554500 0.81548200 0.81BB22
4 | Cross validated R-squared 0.74371600 0.7449720074483600
5 Significant Regression Yes Yes Yes
6 | Significance-of-regression F-value 19.7908300 78%0200| 19.76297400
7 | Critical SOR F-value (95%) 2.32534900 2.3253490@.32534900
8 | Replicate poini 0 0 0
9 | Computed experimental error 0.00000000  0.0000000.00000000
10 [ Min expt. error for non-significant LOF (95%) 00859400| 0.07860800  0.07864200

The GFA algorithm makes use of a population of marodels rather than generating a single model.mbdels
are scored using Friedman's “lack of fit” (LOF) reeee as the evaluation function [19, 20] as wellotzer
validation parameters as shown in Table 4 abovee@an statistical significance, model 1 is sebtce the
optimization model for predicting the minimum inhdyy concentration (MIC) of antsalmonella typhiSchiff
bases because it has the least LOF score, highsgtided, adjusted R-squared, Cross validated R-sduand F-

value.
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Actual pMIC

'
N

Table5: Detailed definition of descriptors

S/n | Descriptor symbo Definition
1 | ETA EtaP_B Branching index EtaB relative to malac size
2 PNSA-1 Partial negative surface area -- sum désa area on negative parts of molecule
3 | PNSA-2 Partial negative surface area * total tiegaharge on the molecule
4 | RNCE Relative negative charge surface &- most negative surface ar
5 LOBMIN The L/B ratio for the rotation that resaiin the minimum area
6 MOMI-YZ Moment of inertia along Y/Z axis
7 | Wnu2.volume Directional WHIM, weighted by van d&nals volumes
8 | WK.eneg Non-directional WHIM, weighted by Mullik@tomic electronegativites.
5
4 R2=0.858_$..--
3
o
’ P 4
@
()
1 .‘
Qe
-1 0 1 2 3 4
ot -1
-2
Pred pMIC
Figure4: Plot of actual pMIC against predicted pMIC
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Figure5: Residual plot of model 1
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Table 6: Comparison of actual pMIC and pred. pMIC of model 1

Name | Actual pMIC| Pred. pMIC Residual
C1 1.26000000| 1.22993400 0.03006600
C2 1.20000000| 1.26706200 -0.06706200
C3 1.60000000| 1.55333400 0.04666600
C4 1.7800000 | 1.6808450 | 0.0991550
C5 1.48000000| 1.64276800 -0.16276800
C6 1.81000000| 1.82952800 -0.01952800
C7 2.08000000| 2.02124300 0.05875700
C8 1.34000000| 1.32147100 0.01852900
C9 1.28000000| 1.30665100 -0.02665100
C1c 1.3400000 | 1.4137720 | -0.0737720
Cl11 1.9000000 | 1.6514480 | 0.2485520
C12 1.26000000| 1.25118600 0.008814p0
C13 1.62000000| 1.52615200 0.093848D0
Cl14 1.36000000| 1.32214100 0.037859Dp0
C15 1.28000000| 1.26582800 0.014172p0
C1€ 1.5800000 | 1.5010920 | 0.0789080
C17 1.3200000 | 1.3877480 | -0.0677480
C18 1.36000000| 1.39150200 -0.03150200
C19 1.32000000| 1.55495900 -0.23495900
C20 1.38000000| 1.31617400 0.063826DP0
Cc21 1.62000000| 1.72525300 -0.10525300
C2z 1.3000000 | 1.3138360 | -0.0138360
Cc2: 1.3200000 | 1.2959230 | 0.0240770
C24 1.28000000| 1.29827400 -0.01827400
C25 1.18000000| 1.15951900 0.020481p0
C26 1.20000000| 1.25165800 -0.05165800
Cc27 1.23000000| 1.23132400 -0.00132400
Cc2¢ 1.3000000 | 1.4235120 | -0.1235120
C29 1.36000000| 1.32615200 0.033848p0
C30 1.20000000| 1.12883300 0.071167p0
C31 1.28000000| 1.32735700 -0.04735700
C32 1.04000000| 1.04602200 -0.00602200
C33 1.23000000| 1.18633000 0.043670DP0
C34 1.4000000 | 1.3831350 | 0.0168650
C35 1.36000000| 1.318033700 0.041967p0

Table 7: Golbraikh and Tropsha validation parametersfor model 1
s/n | paramete value|
1 r 0.8589
2 ro 0.8363
3 [ 0.8589

Based on the parameters above;
2 _ r02 /2= 0.8589-0.8589 _ 0.00

085%9 %98363
2/ P="200 - 0.0263
0.8589

r’—rg
Tables 3, 4, and 5 give the GFA derived QSAR mofielpredicting the minimum inhibitory concentratiof some
selected anti-Salmonella typhi Schiff bases, vélidaparameters of the models, and detailed defimiof the
descriptors used in the models respectively. Basethe validation parameters, the octa-parametddeh(model
1) was selected as the optimization model. The GBefainction Algorithm derived QSAR model is in gbo
agreement with the threshold shown in Table 2%s ®8589, R,y;= 0.8155, @ = 0.7437, R- @*= 0.1152 and the
Golbraikh and Tropsha criteria (Table 7) are alst.Mhe predictability of model lis evidenced bg tbw residual
values observed in Table 6 which gives the comparef observed and predictedpMIC of the molecuiso, the
plot of predicted pMICagainst observed pMICshownFigure 4 indicates that the model is well trairedl it
predicts well the pMIC of the compounds. Furthereahe plot of observed pMIC versus residual pMEg@re 5)
indicates that there was no systemic error in modégklopment as the propagation of residuals wasrobd on
both sides of zero [21].
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The result of the QSAR modelling hinted the predwance of the size descriptor ETA-Eta-B (Branchindeix

EtaB relative to molecular size) over other desorip in the model in influencing the anti-salmoaetiyphi

bioactivity of the studied Schiff bases owing te iielatively high numerical coefficient. The negativalue of the
coefficient of the descriptor implies that the minim inhibitory concentration (MIC) of schiff basisinversely
proportional to the value of this descriptor. Thilng inhibitory activity of Schiff bases increaseith the increase in
value of this descriptor since activity of drugiearinversely with its minimum inhibitory concertica.

However, high molecular sized drugs have enhandeavailability and prolonged plasma half-life due their
increased hydrodynamic volume that reduces thegkidtearance [22]. Thus, the enhanced MIC of Sdidffe with
increased in branching index relative to molecsaiae descriptor as shown in the optimization mdaeidel 1) may
be due to its increased hydrodynamic volume orcaest by increased molecular size.

CONCLUSION

A QSAR study was conducted with a series of anltinBaella typhi agents, and some useful moleculadet®
were obtained. The molecular descriptors; ETA_EBRPPNSA-1, PNSA-2, RNCS, LOBMIN, MOMI-YZ,
Wnu2.volume and WK.enegwere found to have importatd in governing the observed anti-Salmonellahityp
activity of Schiff bases. The robustness and appllity of the optimum QSAR equation has been dstagd by
various validation techniques. It is hoped thas tRISAR model (s) will provide better insight inteetdesign of
more potent antBalmonella typhagents in future prior to their synthesis.
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