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ABSTRACT

Multiprocessor task scheduling is process of altompsome tasks to several processors so thatibe o
all time of tasks completion is to be minimizedlevhrecedence constraint are preserved. Multipreoes
task scheduleng is NP-complete problem that mdaiakes a long time to solve. In this paper, byusim
lating eurygaster life a novel approach has beewppsed to solve this problem. These insects ditigle
search area of problem into several sections amnestigate each section separately. Evaluation tesul
show that proposed approach is more useful an@rfdaktt heuristics methods like genetic algorithmal a
PSO.

Keywords —  evolutionary computation, genetic algorithm, ya@aster life, multiprocessor task
scheduling, parallel systems.

INTRODUCTION

Multiprocessor task scheduling is a process ofnailg task to be processed on several processo®y.[1,
This problem is belonging to NP-Hard category arab tbeen focused to solve by researchers
[1,2,3,4,5,7,9]. In this problem, a set of jobshwliéngth Jare distributed on the limited number of pro-
cessor to be executed while the main purpose @niinappropriate scheduling so that the time toailin

of the task without overlap be minimized[1,4]. histpaper, all processors are independent ancealso
task can be executed by each arbitrary processdhel other hand, tasks may be having some depen-
dence to each other and precedence constraintapaesared. Real parallel systems must handle these
issues because parallelization level is reducedrasdme condition parallel systems fails to expbair-
allelism with correct execution of tasks [7,8]. 8dhling tasks on multi-processors is one of theoimp
tant challenging in parallel and distributed systenonsequently many researches have been foaused t
solve this problem [6,7]. In this paper some asdion@re preserved [1,5]. 1-All the tasks and pssoes

are available at time Zero. 2- Processors neverdaiAll processing time on the processors arevkmo
deterministic, finite and dependent on sequendh®tasks to be processed. 4- Each processor is con
nuously available for assignment. 5- The first ps®Dr is assumed to be ready whichever and whatever
task is to be processed on it first. 6- Processag be idle 7- Splitting of task or task cancefiatis not
allowed.

In the other hand, eurygaster algorithm is an algor developed to solve NP-Hard problems. In this a
gorithm, each eurygaster shows one solution andbéise solution is the answer of problem. In thgoal
rithm a set of eurygasters distributed over whaain$ and ruin them. After ruining one farm, they mi
grate to adjacent farm to disturb it. This routisgontinued until either all of the farms are edror the
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best farm is reached.

We introduce eurygaster behavior in section2. Psegapproach and evaluation results are descnibed i
section 3 and section4, respectively. Finally, waidsome conclusion in section5.

Eurygaster behaviors

Eurygaster integricep is an insect pest that prédgamily attacks grains, feeding on the leaves, stand
grains, reducing yield and injecting a toxin inke tgrains which adds a foul smell to the resulfiogr,
and substantially reduces the baking quality ofdbegh.

In winters eurygasters live under the plants arghbs in hillside, in several numbers and make apgro
At the end of winter and at the beginning of sprimigen it gets warmer, these insects end their winte
sleeps and get ready to move and fly to grain diddg moving over the high mountains and leaving the
nests in groups. The first group by the use ofnigsinct finds the best and the nearest grain Sieldd
stays there. Getting there, this group of inseatisesignals to the air to show the other groupis beng
there. Based on the number of eurygasters in @ pthe strength of signals will be different. lethum-
ber of eurygasters in a grain field is not grela, tate of diffused signals will be little and lifet number

of eurygasters in a grain fields is greater, the od diffused signals will be increased. They ui# these
signals to show the others that reside there. 8pthie other groups of eurygasters understandthiegt
should not close to the grain field which contaiins first group. Of course the other groups based o
diffused signals by the first group and the strbrgftthese signals they decide if they can land stag
there or not. If the power of diffused signalsas/| it means that some of the other groups of eastays
can land and stay by the other groups which aidemsthere and began to eat. While the strengtheof
signals in the sky is high, it means that the otltetps cannot land on the field(s) containing gasgers,
and they must fly to other fields in which there ap eurygasters, to live and eat.

According to the passage mentioned above, thegrexip of eurygasters while flying from their neis
other fields to find the best grain fields searctiesbest and closest ones to land and eat bas#teon
broadcasted signals by landed group(s). This psoakscontinue until they will find a suitable antse-
ful grain field to eat.

We conclude that all the grain fields in a wideaavéll be attacked by eurygasters, because theyotlo
gather in a one place.so, when there is not enéoggh in a grain field in which the eurygasters have
stayed for a time, they will fly to a new field Wwitho eurygasters according to the process mentioned
above.

Eurygaster Algorithm

In this section, eurygaster algorithm is descritsalving non-linear functions are so necessargat life
today and recently researchers interested in iingmhethods to solve them. Thus, our approach ieontr
butes to solve NP-class problems. The great adgardhthis algorithm is that it's so easy to impésrh
and is also inexpensive in term of memory and sp€kd second advantage of this algorithm is its-con
vergence speed compared to other methods like @AR&O.

The related semi-code of the proposed algorithasialgorithm1. This algorithm is formed by combgin
of 3 sub-algorithms. In each phase, we describ@dthapply this algorithm to shortest path probliema
way it can be solved.

1Initialization
In this phase the shortest path problem is divital some partition and each partition is investda
separately. Also the structure of eurygaster istinted. Suppose we have one graph like figurel.
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Figurel. Task graph

In this research, implementation has been exeautetl processors. So a sample eurygaster for suppose
task graph in figure 1 is according to figure2.

Figure2. Eurygaster Sructure

1< the number of clusters
While | <> 0 do

1. Initialization: produce euragasters or partielesording to characteristic of one partition
2. Distribution: distribute eurygasters on the regiohthe partition
3. Evaluation: evaluate suitability of each eurygastgparticle depend on the problem
3.1 If the suitable result of the partition is not abtd
3.1.1. Change the position of Eurygasters in the partition
3.1.2. goto3
3.2 If the result of the problem is not obtained

321. I-

3.22. gotol
Else
3.2.3. Stop algorithm or break
End while
Algorithm1. Eurygaster Algorithm
4. Report the solution of the problem
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In this figure, eurygaster is a matrix with 4 presers. Processes T0, T4, T5 are executed on pooqess
Each process is executed on one of the procedsibis be free and dependant constriants arefwatis
Also, in this problem the area of problem is diddato three partitions as follows. The first ptot
involves all processes with least execution tintdedy. Also in this partition dependant constraimist

be respected because this criterion is necessamntprogram correctly. The logic behind this gaoti is

that waiting time and turnaround time of processesreduced because of running the short process as
soon as possible. The second partition involvepraltesses with most execution time, orderly. Afso

this partition dependant constraint must be satisfike the first partition. The logic behind thgartition

is that after executing long processes, procesasoregecute several short processes. The lastiqarti
orders processes arbitrarily.

4-2 Distribution

In this phase, eurygasters according to their &iras are produced and spread over the regiorrsif fi
partition. There are three probabilities in eachtipan. First, the answer is not found and the igho
search space of partition is not investigated. His tase, some other eurygasters are produced and
distributed to remaining section of partition. Seg¢pthe answer is not found and the whole searabesp

of partition is investigated. In this case, somggasters are created and spread over anotherigrartit
Finally, if the answer of problem found in partitiche algorithm is terminated.

4-3 Suitability

In order to find the solution of the problem, euagters should be evaluated so that the best answer
obtained. In order to reach the best solution, wetrhave a tool that justifies the solution. Irsthaper,
the following function is used to examine the suilty of solutions.

Suitability (eurygaster)=1/(finish time of last pEsSs)
It is obvious that the best answer is one with agjisuitability.

5. Evaluation Results

To evaluate results, we use standard task graphbasichmark and all evaluation have been executed o
four processors [6]. For better evaluation, propoakgorithm and genetic algorithm have been imple-
mented and executed on each graph for 10 timesb&seand the average time of both algorithms are
shown in tablel. For simplicity, the communicatiowst of tasks is set to zero. Tablel shows that pro
posed approach is faster in obtaining the solutifgoroblem.

Tablel. Evaluation results of proposed approach VS genetic algorithm

Proposed approach Genetic algorithm

Benchmark Besttime Averagetime Besttime Avetage
50tasks\Rand0100| 0.00123 0.00776 0.00271 0.00977
50tasks\Rand0069|  0.002871 0.00350 0.00276 0.00341
50tasks\Rand0019| 0.00539 0.00856 0.00723 0.01391
50tasks\Rand0016| 0.00464 0.00956 0.00481 0.01309
50tasks\Rand0002| 0.018548 0.02310 0.01983 0.02684
100tasks\Rand0100 0.01936 0.02566 0.02045 0.02933
100tasks\Rand0069 0.01966 0.03270 0.02182 0.03859
100tasks\Rand0019 0.01347 0.01857 0.01883 0.02438
100tasks\Rand0016 0.01333 0.02342 0.01715 0.02742
100tasks\Rand0002  0.02084 0.02190 0.023P8 0.02937

As you can see in tablel, the execution time ofamproach is less than genetic algorithm excep0in
tasks\rand0100 benchmark. The average time is gutum time of running algorithms on each bench-
mark 10 times and the best time is one of the thatsget solution faster than other tests in fi&s ex-
ecution.

Proposed approach unlike genetic algorithm lac&ddbal optimum so the probability
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Of getting the more accurate solution in this mdtlomuch more than the genetic algorithm. Moreover
in this method every space of the problem is seardbr once while in the genetic algorithm everytpa
of the problem space can be searched several imwerent generations, so the rate of convergeanc
this algorithm is much more than the genetic atbani It is concluded that researchers work hasrateu
solution and also is faster in comparison to geratorithm.

CONCLUSION

In this article, one approach based on the behavibeurygasters has been presented to solve naultip
cessor scheduling. This approach unlike genetiorilgn lacks the local optimum so the probabilify o
getting the more accurate solution in this metlothuch more than the genetic algorithm. Moreover, i
this method every space of the problem is searédrednce while in the genetic algorithm every pafrt

the problem space can be searched several timdiffenent generations, so the rate of convergence i
this algorithm is much more than the genetic atbari Also, this algorithm is easy to implement by
computer. If takes a few lines to programming aodsh’'t need a huge memory or CPU speed. Both pro-
posed algorithm and genetic algorithm were execatestandard task graphs and evaluation results sho
that convergence speed by proposed approachés &l also more accurate.

REFERENCES

[1] R. Verma and S. Dhingr&]CSMS International Journal of Computer Scienceé Blanagement Stu-
dies, Vol. 11|ssue 02 ISSN (Online): 2231-5268

[2] M. R Garey and D. S. Johnso@omputers and Intractability: A Guide to the Thearly NP-
CompletenessV. H. Freeman and Company, pp 238. ISBN 071673Q¥B879.

[3] F. Herrera, M. Lozano & J.L. Verdegay, “Tacldi Real-Coded Genetic Algorithms: Operators and
Tools for Behavioural AnalysisAtrtificial Intelligence Review 12: 265-319. Kluwkcademic Publish-
ers. Printed in the Netherland&998.

[4] A. Otman & A. Jaafar, “A Comparative Study ofldptive Crossover Operators for Genetic Algo-
rithms to Resolve the Traveling Salesman Problémérnational Journal of Computer Applications
(0975 — 8887) Volume 31— No.11, October 2011.

[5] A. Dhingra & P. Chandndnternational Journal of Engineering (IJEYolume (3): Issue (520009.

[6] Standard task graph set is available onlindattyr://www.kasahara.elec.waseda.ac.jp/schedule

[7] Vahid Majid Nezhad1, Habib Motee Gader2 and &g Efimov3, 2011), IJCSI International Jour-
nal of Computer Sciendssues,Vol. 8.

[8] M.R. Gary and D.S. Johnson, Computers and Itakality: A Guide to the Theorv of NPComnlete-
ness.W.H. Freeman and Compat§79.

[9] Haupt, R.L., Haupt, S.E., Parallel genetic aitjons, John Wiley & Son<004.

182
Scholars Research Library



