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ABSTRACT

This study is aimed at finding Quantitative Structure Activity Relationships (QSAR) for drugs reported to result in
fatal consequence due to kidney failure and categorized as Adverse Drug Reactions (ADR). Sudy is based on the
reports from open source Canada Vigilance Adverse Reaction Online database. Biological toxicity of small
molecules has been predicted as a function of molecular structural features represented by their molecular
descriptors. QSAR methods used have identified the structural features of the drugs/molecules and predicted their
toxicity. Drugs suspected to cause kidney failure as ADR were analyzed. The molecular descriptors of these drugs
were obtained using DRAGON web interface. The structural characteristics that distinguish drugs reported to cause
death due to kidney failure as ADR against drugs not causing death but causing kidney failure as ADR were
checked. Three QSAR methods used to find the relationships were Smple Kmeans clustering, decision tree and
linear regression analysis. The greater value of the descriptor MAXDP is favorable for preventing death has been
illustrated by all three models. The 9-membered ring of the benzimidazole substructure can be inferred from
Pubchem database to contribute positively towards death. The descriptor, T(N..P), sum of topological distances
between N..P 2D atom pairs, would prevent death if its value is lowered. A decrease in value of the descriptor, PCR
- ratio of multiple path count over path count, will result in a decrease in probability of fatal consequences. The
study predicts that renal toxicity could be decreased if the above mentioned molecular descriptors are modified.

Keywords. Adverse Drug Reactions, Decision tree, Kidney faJuK-means clustering, linear regression,
Quantitative Structure Activity Relationship.

INTRODUCTION

Adverse Drug Reactions (ADR) are a major cause usecaf which a drug could be withdrawn from marKéte
ADR related toxicity is known to be one of the tep causes of death in the US. In addition ADRteeldoxicity
can enhance annual health care cost several fldK{dneys are a pair of organs in our body thiers waste
materials that are subsequently eliminated in urirfee buildup of waste and fluid in the body is daekidney
failure. Acute kidney failure develops suddenly doedrugs or other reasons. Chronic kidney faildexelops
gradually over time. In the end stages of kidnélufa the patient suffers from symptoms like anenhigh blood
pressure, bone disease, heart failure, and poorahfenctioning [2]. Mortality due to acute kidnégilure is rising
at a faster pace compared to mortality due to aoytecardial infarction. [3]. There is a need fodarstanding why
some drugs lead to acute or chronic kidney failure.

Biological response in terms of activity or toxieg of a drug can be defined by its structure. Amjitative
structure-activity relationship (QSAR) relates dtitative chemical structure attributes (moleculasctiptors) to a
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biological response. The chemical as well as biockdgproperties of compounds are related to thectire of the
compound. The chemical structures can be mathealigticansformed into numerical values that chaaze the
molecule. [4]. Molecular descriptors are the nucarivalues that characterize properties of molecukelot of
descriptors are now available through various ssiréd method is essential to pick optimal subsedexfcriptors
from many available sources that can explain tbéogical response. [5]

Various pattern recognition techniques like linesgression analysis, clustering (simple Kmeansteting, KNN
clustering, hierarchical clustering), decision tete. have been used by other researchers in §ndilationships
between biological response of compounds and #teilctural characteristics. A review of QSAR modetsd
software for predicting reproductive toxicity hageln provided by Piparo & Worth [6]. Flet al. have
used hierarchical clustering to find relationshijgween percentage inhibition values and molecsttarctures of
compounds. [7] Fliri et al. have also used hier@adhclustering to find relationships between drugsuced side
effects and molecular structural characteristi8s.Hong et al. have used tree based approach doréilationships
between structural characteristics of chemicals theit estrogen binding capacity. [9] Rodgers ethalve used
KNN clustering method to find QSAR relationshipdvieen drugs and liver related ADRs on a large scitey
used MolconnZ descriptors and Dragon descriptorsdéveloping QSAR models and found Dragon desaspto
more useful in predicting liver toxicity. [10]

The objective of this study was to find the struatwcharacteristics defined by their molecular digsors that
distinguish drugs (small single drug molecules)ré&gd to cause death due to kidney failure as AD&rest drugs
not causing death but causing kidney failure as ADie QSAR methods used to find the relationshipsevsimple
Kmeans clustering, decision tree and linear regrasanalysis. Further, an open source Weka madeiaming

software [11] is used for selecting molecular digsers and building various models. This studynitended to help
drug designer avoid structural features that caisedatality due to kidney failure.

MATERIALSAND METHODS

The first task for this study was to identify drugysspected to cause kidney failure as ADR. Forghrpose in open
source Canada Vigilance Adverse Reaction Onlinaldste [12] was searched. Structures of the drugaulels
identified were retrieved from Pubchem databas@NHLES format. The molecular descriptors for thdsggs were
calculated using DRAGON [13] web interface. Appiapr descriptors were selected using various at&ib
selection algorithms provided by Weka machine liearrsoftware and literature studies. Finally, thdbferent
models were created using the Weka machine leasuftgvare to identify the structural features of tirugs that
may be responsible for fatal consequences. A geapfiow chart of the study is shown in Figure love

CVARO Database used to

identify drugs causing
kidney failure with tatal and
non-fatal consequences [10
tatal & 47 non-tatal]

SMILLS Structures of all 57

drugs downloaded from
Mubchem

EDRAGON web interface
used to find values of
molecular descriptors of 57
drugs Lo describe their
sturctural characteristics
numerically.

Molecular descriptors
influencing fatal
consequences identified for
all 2 models

3 models viz. simple kmeans
clustering, linear regression
and decision tree model
developed using different
machinz learning algorithms
offered by Weka software

39 descriptors Identifed for
model building from
literature and using Weka
attribute selection method

Figure 1. Graphical flow chart of the study

Commeon descriptorsin all
three models identified

The direction of influence of
the structural characteristics
of drugs (positive or
negative) identified

Strategies for reducing fatal
consequences identified
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2.1. Data collection and data cleaning

The open source Canada Vigilance Adverse Reactidim®database was searched for all drugs using £dDRs
“Renal Failure Acute (RFA)” and “Renal failure Chio (RFC)” from 01-01-1965 to 30-09-2012 in churdés10
years.

All the records downloaded from Canada Vigilancevétde Reaction Online Database and were imported in
MySQL for cleaning purpose. Two separate tableeweeated for Acute Renal Failure and Chronic R&adlre.
The raw data consisted of a total of 55574 recéwd$RFA and 8364 records for RFC. Only records rigmbas
suspects for an adverse event Renal Failure AcuReBal Failure Chronic were selected. Duplicatenms were
removed. Total of 1573 records of RFA suspects &8t records of RFC suspects were found after rehmmfva
duplicates.

2.1.1. Drug Selection Criteria

Criteria used for drug selection were

1. Since this study is based on structural charatitss, single drug molecules with known chemistlictures in
SMILES format in Pubchem database were included.

2. Biosimilars/biologics such as vaccines, monoalantibodies etc. are excluded as they lack peeSiNIILES
structures in Pubchem.

2.2. Data analysis

A total of 577 drugs were reported to cause Readufe Acute and 147 drugs were found to cause Reailure
Chronic. There were 276 incidences of drug indudeath due to Renal Failure Acute (RFA) and 55 iercges of
death due to Renal Failure Chronic (RFC) repontethé database. 57 drugs were common in Renalreallcute

& Renal Failure Chronic database. Of the 57 drugpscted to cause both Acute Renal Failure asasethronic
Renal Failure, the drugs (small molecules) whegatld has been reported as patient outcome were flaube
Azathioprine, Clozaril/Clozapine, Diclofenac SodiunDiflucan/Fluconazole, Furosemide, Indomethacin,
Metformin, Micardis/Telmisartan, Viread/Tenofovignd Zyprexa/Olanzapine.

The final dataset used for this study consists7ofifug molecules, 47 of which are not suspectezhtse death as
patient consequence due to kidney failure as ADRRIdhare suspected to cause death.

Simplified Molecular Input Line Entry Specificatiq®MILES) of structures of the 57 drugs were usedMtain
molecular descriptor values through DRAGON web riiaime. All 266 possible topological descriptorsttiaae
implemented in the DRAGON (Milano Chemometrics &§8AR Research Group, Bicocca, Italy) software [13]
were calculated for the 57 drugs.

2.2. Development of Quantitative Structure Activity Relationship Models

The biological consequence we are trying to stiedgéath as a mathematical function of the numeriahles
describing structure of the drug molecules suspettecause kidney failure. Three QSAR models wenetbped
using simple k-means clustering, linear regresaimhdecision tree analysis methods.

2.2.1. Selection of Molecular descriptors

Of the 266 molecular descriptors downloaded fromAGRN interface [13] attributes with zero varianceres
deleted at the outset. 20 descriptors were seldbed literature regarding descriptors with knovaxitities from

compound containing Nitrogen atoms as all drug®un study found to cause death due to renal faihaee

nitrogen atom [14]. 18 attributes were selectedgi§ifssubseteval + BestFit attribute selection oetbffered by
Weka open source data mining software. A total ®faBributes (including death added from data asislgone
earlier) were used find Quantitative Structure ytyi Relationship (QSAR) of drugs suspected to eadeath as
consequence due to kidney failure.

2.2.2. Simple K-means Clustering Model Development

The 38 molecular descriptors selected previoushewebjected to Principal Component Analysis whigtulted in
a set of 10 molecular descriptors SOK, X5Av, Mp,@A.op, T(N..P), nR09, nR04, nR11, MAXDP. The ittie
death was added to the descriptor set as report€dnada Vigilance Adverse Reaction Online databétbedeath
as patient consequence due to kidney failure agestesd ADR. The attribute death was converted bitary
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format where death was represented as 1 for degthteent consequence otherwise 0O if no death e@sted. The
set of 11 descriptors were imported into Weka nraeléarning software and Simple Kmeans clusteriggrithm
was chosen for model creation.

2.2.3. Linear Regression Model Devel opment

For building this model the 39 descriptors selectadier were subjected to genetic search methodiged by
Weka for better attribute selection. This methaglded 17 molecular descriptors viz. MSD, PHI, M\RR, nCL,
nR04, nR09, nR11, MAXDP, BLI, T(N..P), T (F...F)(TI..Cl), PCR, X1Av, X3Av, Death. These were expdrto
Weka machine learning software for creating linregression model.

Since we had 57 compounds to start with, we cremédoing and test set for internal validation. §hias done by
randomly selecting 8 compounds from death =0 grangh selecting 2 compounds from death = 1 groupedrin
regression model was created again using remaiithgompounds and checked how the generated equation
predicts death parameter of 10 compounds in téshatewere not used to build the regression eqoati

2.2.4 Decision Tree model Development

All the 38 attributes selected earlier were impoitgo Weka. The attribute death added earlier ezasrerted into
nominal attribute: y =yes and n=no. The classifieed was weka.classifiers.trees.J48 -C 0.25 -M @edision tree

is a simple data mining algorithm that creates leection of “if — then” conditional rules for assignment of class
labels to instances of a data set. The decisi@s taee represented by nodes that specify a pantiatttibute of the
data and branches that represent a test the vhkaeb attribute, and leaves that correspond toeitminal decision
of class assignment for an instance in the datdidgt

RESULTSAND DISCUSSION
All the models developed herein have identifiedhtggn molecular descriptors that can be attribtitedenal
toxicity with fatal consequences. Some moleculacdptors are common in all models and some aferdift. This
difference can be attributed to the fact that thgounds in our dataset are not a set of homologetiss. Table 1
lists the eighteen molecular descriptors foundlbtheee models along with their definition.

Table 1: List of important descriptorsfound along with their category and definition

Descriptor Definition Category

Mp mean atomic polarizability Constitutional indsce
nR04 number of 4-membered rings Ring descriptors
nR09 number of 9-membered rings Ring descriptors
nR11 number of 11-membered rings Ring descriptors
MAXDP maximal electrotopological positive variation| Topological indices
Lop Lopping centric index Topological indices
T(N..P) sum of topological distances between N..P D Afom Pairs

X4Av average valence connectivity index of order 4 Connectivity indices
AAC mean information index on atomic compositipn fohmation indices
SOK Kier symmetry index Topological indices
MSD Mean square distance index (Balaban) Topolbgidices
Mv mean atomic van der Waals volume Constitutiandices
nCL number of Chlorine atoms Constitutional indige
T(F..F) sum of topological distances between F..F D Afom Pairs

X1Av average valence connectivity index of order 1 Connectivity indices
PCR ratio of multiple path count over path count IM¢and path countg
IS1Z Information index on molecular size Informatimdices
IAC Total information index of atomic composition nfoérmation indices

3.1. Smple K-means Clustering Model

This model resulted in two clusters 0 and 1, shgwire centroid of each cluster as well as statisiit the number
and percentage of instances assigned to diffefestecs shown in Table 2. Cluster centroids arentean vectors
for each cluster (so, each dimension value in twetroid represents the mean value for that dimensiothe
cluster). Thus, centroids can be used to charaeténe clusters.
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Table 2: Cluster centroids

Attribute Full Data| Cluster #Q Cluster #1
No of Molecules (57) (47) (10)
SOK 139.5594| 149.0959 94.7381
Lop 1.1011 1.1216 1.0051
Mp 0.6523 0.6464 0.68
nR04 0.0351 0.0426 0
nR09 0.2982 0.2553 0.5
nR11 0.1053 0.0638 0.3
MAXDP 5.3026 5.544 4.1682
T(N..P) 0.7895 0.1702 3.7
X5Av 0.0323 0.0334 0.0267
AAC 1.6326 1.6131 1.7243
Death 0.1754 0 1

The predicted clustered instances have accuragtdetbd not only the number of drugs in the datagbtdeath as
a consequence but also the exact drugs reportalise death as patient consequence shown in Takele\s.

Table 3: Cluster assignment of thefifty seven drugsin the dataset

Drug Death reported  Cluster Assigned Drug Deatonted | Cluster Assigne
AMPICILLIN 0 clusterO LIPITOR 0 clusterO
METHOTREXATE 0 clusterO LOPID 0 cluster0
AREDIA 0 cluster0 LOSEC 0 cluster0
ATACAND 0 clusterO LOVENOX 0 cluster0
AVANDIA 0 clusterO LYRICA 0 cluster0
AVAPRO 0 clusterO METFORMIN 1 clusterl
AZATHIOPRINE 1 clusterl MICARDIS 1 clusterl
CEFTAZIDIME 0 cluster0 MUTAMYCIN 0 cluster0
CELEBREX 0 clusterO NALFON 0 cluster0
CIPRO 0 cluster0 PHENACETIN 0 clusterO
CLINDAMYCIN 0 clusterO PREDNISONE 0 cluster0
CLOZARIL 1 clusterl PREPULSID 0 clusterO
CRIXIVAN 0 cluster0 PREXIGE 0 clusterO
CYCLOMEN 0 cluster0 PRINIVIL 0 cluster0
DEXAMETHASONE 0 clusterO PROZAC 0 clusterO
DICLOFENAC 1 clusterl RAMIPRIL 0 clusterO
DIDANOSINE 0 clusterO RAPAMUNE 0 clusterO
DIFLUCAN 1 clusterl RITONAVIR 0 cluster0
DIGOXIN 0 cluster0 SANDOSTATIN 0 clusterO
DIOVAN 0 clusterO SAQUINAVIR 0 clusterO
FELDENE 0 clusterO SEROQUEL 0 clusterO
FLUOROURACIL 0 clusterO TACROLIMUS 0 cluster0
FUROSEMIDE 1 clusterl TETRACYCLINE 0 clusterO
GENTAMICIN 0 cluster0 VALIUM 0 cluster0
HYDROCHLOROTHIAZIDE 0 clusterO VASOTEC 0 cluster0
IBUPROFEN 0 clusterO VIREAD 1 clusterl
INDOMETHACIN 1 clusterl WARFARIN 0 clusterO
ISOPTIN 0 clusterO ZYPREXA 1 clusterl
LAMIVUDINE 0 cluster0

The most significant descriptors found from thisalgsis are SOK Kier symmetry index, MAXDP Maximal
electrotopological positive variation, nNR09 numbé&®8- membered rings and T (N..P) Sum of topoldgiistances
between N..P 2D Atom Pairs. The prediction accueay its interpretation are shown in confusion iratr Table
4.
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3.2. Linear Regression Model

The model developed is as follows:

Death = -2.9788 * MSD + -3.2052 * Mv + 0.4048 * nGL0.1173 * nR0O9 + -0.1674 * MAXDP + 0.017 * T(N).P
0.2521 * T(F..F) + 0.7898 * PCR + -2.3532 * X1AWB#3352 ....... [1]

Correlation coefficient 0.7866

Afterwards we checked if descriptors appearingegression model i.e. MSD, Mv, nCL, nR09, MAXDP, T(N),
T(F..F), PCR, X1Av are cross correlated. Two ptiet showed bit high correlation were MSD-MAXDP avig-
PCR. So after dropping systematically each of thva four descriptor from regression equatiGnas calculated
again from remaining descriptors.

DROPPING ATTRIBUTES Mv AND PCR FROM ORIGINAL EQUATN [1] FOR TRAINING SET:
Death = -1.9901 * MSD + 0.349 * nCl + 0.1356 R0 + -0.1426 * MAXDP + 0.0208 * T(N..P) + 0.2291
T(F..F) +-2.274 * X1AV + 2.0059 ................. 2]

Correlation coefficient 0.7159 for training set

The signs of the regression coefficients suggesstdirection of influence of explanatory variablestihe models.
The descriptors MSD, Mv, MAXDP and X1Av contributegatively to death, whereas nCl, nR09, T(N..PF...H),

PCR have shown positive contribution to death. Thilmswver value of descriptors nCl, nR09, T(N..R).TF), PCR
and a higher value of descriptors MSD, Mv, MAXDRiaflLAv would be favorable to preventing death.

3.3 Decision Tree Model

The decision tree model developed by us shown bdisplays a series of yes/no (Y/N) rules to clasdifugs into
fatal (y) and non-fatal (n) categories based ontmelevant descriptors. Four descriptors PCR, ISAC and
MAXDP were found relevant for the set of drugs kplaining renal toxicity. The molecular descriptateng with
transition rules are shown below in Figure 2.

==1.503 =1.403

&

== 186.117= 186117 == 5334 =5334
== 57.756 = 57.750

-~ -

Figure2: The decision tree model: The model displays a series of yes/no (Y/N) rulesto classify drugsinto fatal (Y) and non-fatal (N)
categoriesbased on four descriptors: PCR, 1SIZ, IAC and MAXDP. The molecular descriptorsare denoted by circle. Thetransition
rules are depicted on the branches. And final category assigned is depicted by rectangle with number of instancesin dataset represented
by the category i.e. death (Y/N)

Wrongly classified drugs depicted by a slash inrttaslel above are drugs Metformin and Indomethalkeisstied
as no instead of yes. The classification errothierdrug metformin can be attributed to it being ¢imly compound
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without aromatic ring structure. The important dgsors detected from this model are PCR Ratio aftiple path
count over path count, ISIZ Information index on lewolar size, IAC Total information index of atomic
composition and MAXDP Maximal electrotopologicalsiiove variation. The prediction accuracy of thecidion
tree model and its interpretation is shown in ceitfo matrix Table 4.

Prediction accuracy of all models was calculatédgisonfusion matrix along with true positive ratiele negative
rate, false positive rate and false negative natktabulated below.

Table 4: Comparison of prediction accuracy of all modelswith their interpretation

Confusion Matrix for Simple Kmeans Clustering model

Death Predicted No Death Predicted Yles
Death Actual No A=47 B=0
Death Actual Yes C=0 D=10
Confusion matrix for linear regression equation [2]

Death Predicted No Death Predicted Yes
Death Actual No A=8 B=0
Death Actual Yes C=0 D=2
Confusion Matrix for the decision tree model

Death Predicted No Death Predicted Yes
Death Actual No A=47 B=0
Death Actual Yes Cc=2 D=8
Parametersused tointer pret confusion matrix
Parameter Kmeans Model  Regression Model  Decisiee Wodel
Accuracy (AC) AC=1 AC=1 AC = 0.965
True positive rate /sensitivity (TP) fe1 TP=1 TP=0.8
False positive rate (FP) 2o FP=0 FP=0
True negative rate /specificity (TN) TN 1 TN=1 TN=1
False negative rate (FN) FNO FN=0 FN=0.2

Formula/ Significance: 'AC = [(A +D)/(A + B + C +D)] indicates the proportion total number of correct
predictions, TP = [D/(C +D)] indicates the proportion of correctly identified molecules, °FP = [B/(A + B)]
indicates the proportion of incorrectly identified molecules, * TN = [A/(A + B)] indicates the proportion of
correctly identified molecules, ® FN = [C/(C +D)] indicates the proportion of incorrectly identified molecul es.

The descriptors from constitutional, topologicdD, &utocorrelation, informational, connectivity ariglg descriptors
have together formed models that explain the dgtiRing descriptors and topological indices are phedominant
classes for the three models created.

The descriptor Maximal electro-topological positivariation (MAXDP) is shared by all the three madeThe
greater value of the descriptor MAXDP is favoralgepreventing death has been illustrated by afiéhmodels.

The descriptor, nR09, number of 9-membered ringshiared by Kmeans & linear regression model. The 9-
membered ring of the benzimidazole substructurebeainferred from Pubchem database to contribusitipely
towards death. Avoiding this substructure in a dmgjecule or its metabolites will be helpful in peating death
due to kidney failure.

Similarly the descriptor, T(N..P), sum of topologlidistances between N..P 2D atom pairs, is shayedoth
Kmeans & linear regression models would preventtdigdts value is lowered.

The descriptor, PCR ratio of multiple path coun¢opath count, is common descriptor for linear esgion model
and decision tree model. Sign of the regressioffficant associated with PCR is positive therefardecrease in
value of this predictor will result in a decreasegrobability of death as patient consequence.

Earlier research on drug induced renal toxicity teagaled many facts relating to causes of kidadyre. Some of
the drugs identified by them have also shown upunresearch. The drug Micardis/Telmisartan detefrtem our
analysis has been known to inhibit angiotensin-eoting enzyme that could injure the kidney by iesntodynamic
30
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effect. The drugs indinavir/Crixivan and methottexacan cause tubular injury as a result of
precipitation/crystallization thus causing obstiolet Immune-mediated interstitial damage in therfeof acute
interstitial nephritis (AIN) is commonly seen withntibiotics. The antibiotics ampicillin, tetracywodi, gentamicin,
clindamycin etc. have been detected in our stutig. Non-steroidal anti-inflammatory drugs (NSAIDsEbfenac
& indomethacin that have been detected with fab@lsequence have been associated with kidney ihjyurgther
researchers as well. [16].

One of the most important functions of the kidneytie filtration and excretion of nitrogenous wasteducts from
the blood [17]. All the drugs causing death du&itimey failure detected from this study have nigog@tom. The
topological descriptor T(N..P) predicted contritsutgositively to death has been identified fromrabidels that
resulted from this study.

Since the various drugs included in our datasehatestructurally homologous, single well-definediRScannot be
detected. Therefore three different models have begeloped and analyzed [18]

CONCLUSION

The greater value of the descriptor, MAXDP - Maxinetectrotopological positive variation, is favolabfor
preventing death has been underlined by all thredefs. Avoiding benzimidazole substructure in agdmplecule
or its metabolite will be helpful in preventing dealue to kidney failure. Similarly the descript®(N..P) - sum of
topological distances between N..P 2D atom paicsildvprevent death if its value is decreased. &ekese in value
of the descriptor, PCR - ratio of multiple path obover path count will result in decrease in phulity of fatal
consequences.

The QSAR approach based models used in this stumjdes interesting insight into drug design witincomitant
reduction in toxicity. The models reported hereia énferences are expected to help designers glsdand ligands
for avoiding fatal consequences due to kidney failu
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