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ABSTRACT

A dataset of Nickel-Schiff base complexes dispiagotent activity against Candida albicans has biemestigated
utilizing 0D,1D,2D, and 3D Quantitative Structuretiity Relationship (QSAR) techniques. Genetic dion

Approximation method was used to produce QSAR malat correlated the Minimum Inhibitory Concenioat
(MIC) values against Candida albicans with the malar structures of the active complexes. A trajnget of 21
active complexes was used to develop the modelsptimum model was then evaluated by a serieg@fial and
external cross-validation techniques. A test set@fomplexes was used for the external validafidwe optimum
model has squared correlation coefficieritvlue of 0.934, adjusted squared correlation doiefifit Rzad,- value of
0.918, Leave one out (LOO) cross validation coeeffic(Q) value of 0.9059, F value of 56.70, Friedman’s k.at
Fit (LOF) of 0.124. The external set used for awniing the predictive power of the model has its.R= 0.830.

Our work may offer a pathway to the design of nawel biologically active Nickel-Schiff base compkexhat will

arrest the growing trend of C. albicans resistance.
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INTRODUCTION

The global incidence of infections caused by patimig microorganisms has increased over the yeassting in
significant morbidity and mortality in many coursi of the world. More worrisome is the increasirage of
resistance to existing antibiotics by these orgasiposing a great threat to human@andida albicanss the most
common human fungal pathogen, and mortality frl@malbicansinfection is still unacceptably high [1]. It is an
opportunistic and often deadly pathogen that atdmst tissues, undergoes a dimorphic shift, aed grows as a
fungal mass in the kidney, heart or brain. It is tburth leading cause of hospital-acquired infetin the United
States and over 95% of AIDS patients suffer frofedtions byC. albicans It is the predominant organism
associated with candidiasis [{. albicansis the fourth most common cause of hosocomial ldtredm infection in
the United States and one of the major specieamdida responsible for Vulvovaginal candidiasis (JYa fungal
infection of the female lower genital tract-the wauland the vagina [2] VVC is a commonly reportedepological
condition and it has been reported that 75% of womerience this infection in their life time [3].

Despite this increasing problem of antibiotic resige, the number of different antibiotics avaiald dwindling
and there are only a handful of new antibioticthim drug development pipeline,this situation pustesgarchers to
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discuss if humanity have reached the Post-Antibietia [4]. Therefore, there is an urgent need faw m@nti-
microbial (antiCandida albicansdrugs preferably with new modes of action to ptigdly avoid cross-resistance

[5].

Schiff bases and their nickel complexes have bemwhk to possess enormous biological activity agaiaadida
albicans [6-18].

These complexes have been reported to possess higfivtungal activities compared to their orgaligands. The
increase in activity of the complexes has beenametl on the basis of the overtone concept anciibeltheory
[19-21]. Harnessing the structure-activity relagibip of this class of complexes which show consilier biological
activity againstCandida albicanwia QSAR may represent an interesting approackdsigning new anticandida
albicansdrugs.

Novel medicines are typically developed using al tind error approach, which is time consuming @sdly. The
application of quantitative structure activity mabaship (QSAR) methodologies to this problem haseptial to
decrease substantially the time and effort requinediscover new medicines or to improve currergsom terms of
their efficacy. QSAR establishes the mathematicahtionship between physical, chemical, biological
environmental activities of interest and measurableomputable parameters such as topological iptgisemical,
stereo chemical or electronic indices [22] calledlenular descriptors. As against the recent QSARksvon anti-
candidal activities of molecules [23-26], this stufbcused on complexes since research has shownthiba
biological activities of compounds increases on plexation due to chelation [19; 20; 21; 27]. Alsbe QASR
model generated was validated externally in additio internal validation. QSAR works on Complexas a
expected to provide a better option to man in résperate search for potent anti-microbial drug ud a¢he
emerging trend of multi-drug resistancednalbicans

The aim of this research is to quantitatively hamthe dominant structural features controlling @hé-candida
albicansinhibitory activity of nickel-schiff base complexand to mathematically describe the relationskipvben
the biological activity of the complexes and tHernessed structural features.

MATERIALS AND METHODS

The methology used in this work is presented inctieat.

[ Data Collectio ]

Molecular optimizatio

!

[ Descriptor calculatic ]
III 1
[ Training set ]
ﬂ [ Test se ]
[ Learning proces: ]

| h
[ Model | —> [ Validation ]

Figure 1: QSAR methodology flowchart
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2.1 Data collection

The chemical structures and experimental minimuimbitory concentration MIC) values in pg/ml of anti-
Candida albicanzomplexes were taken from literature [6-18]. M€ values of the compounds were converted to
logarithmic scale [MIC = logMIC (ug/ml)] in order to reduce the dispersion of deghand to get linear response

and well data fitting. The notation, structure, M&Dd pMIC values for each member of the training ae
presented in Table 1.

TABLE 1: Experimental MICvalues of anti-Candida albicans molecules

Cpd. Compound MIC VALUE
(ug/ml)
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Optimization is the process of finding the equiliion or lowest energy geometry of molecules. Thenthal
structure of each compound in the data set wasrdraith Chemdraw ultra V12.0 and saved edx file. The
molecules were first pre-optimized with the molecuhechanics (MMFF) procedure included in Spart#iv1.1.0

128 211

2.3 Molecular optimization

127
Available online at www.scholarsresearchlibrary.com




J. P. Ameji et al J. Comput. Methods Moal. Des., 2015, 5 (3):120-134

soft ware and the resulting geometries were funteBned by means of Density functional theory (DkiBing the
B3LYP version and 6-31Gbasis set. The lowest energy structure was useddach molecule to calculate their
physicochemical properties (molecular descriptor).

2.4 Descriptor calculation

Molecular descriptors are numerical values thatrattarize properties of molecules. The quantum ateim
descriptors were calculated using the Spartan’l4 10 quantum chemistry package while the 1D,2D abd
descriptors were calculated usiRgdel descriptotool kit.

2.5 Training and Test set

The training set comprises of molecules used inehddvelopment while the test set is made up oemdes not
used in building the model, they are used in thtereal validation of the model. The data set far Hiological
activity was split into training set and test getleast 70% of the data set was used as trairghgred the rest as test
set in line with the optimum splitting pattern ofitd set in QSAR study [28]. Consequently, the dataof 31
complexes was split into 21 training set and 10 $e& The training set was used to generate thedehwhile the
test set was used to evaluate its prediction sdsilit

2.6 Learning process

During this process, the correlation between mimminhibitory concentrationMIC) values of the complexes
againstC. albicansand the calculated descriptors was obtained vieelation analysis using the Microsoft excel
package in Microsoft office 2007. Pearson's cofi@tamatrix was used as a qualitative model, ireottd select the
suitable descriptors for regression analysis. Tlected descriptors were subjected to regressiatysia with the
experimentally determined minimum inhibitory contration MIC) on logarithmic scale as the dependent variable
and the selected descriptors as the independeiatoles using Genetic function approximation (GFAg¢thod in
Material studio software. To develop the optimiaatimodel, we included 21 samples in the training $he
number of descriptors in the regression equatios 3yaand Population and Generation were set td130d 5,000,
respectively. The number of top equations returmed 3. Mutation probability was 0.1, and the smimgth
parameter was 0.5. The models were scored basedeatman’s LOF.

In GFA algorithm, an individual or model was regeted as one-dimensional string of bits. It wadséindtive
characteristic of GFA that it could create a popiafa of models rather than a single model. GFA athm,
selecting the basis functions genetically, devalopetter models than those made using stepwiseessign
methods. And then, the models were estimated ubiadlack of fit” (LOF), which was measured usingsligght
variation of the original Friedman formula, so thast model received the best fithess score [29].

In Materials Studio, LOF is measured using a sligdriation of the original Friedman formula [30]hd revised
formula is:

LOF = SSE /{ — %)2 ............................................................ (1)

Where SSE is the sum of squares of errors, c iadah#er of terms in the model, other than the @mderm, d is a
user-defined smoothing parameter, p is the totatber of descriptors contained in all model terngmdring the
constant term) and M is the number of samplesertrifining set. Unlike the commonly used least segieneasure,
the LOF measure cannot always be reduced by addang terms to the regression model. While the ream tmay
reduce the SSE, it also increases the values nfl @awhich tends to increase the LOF score. Tadding a new
term may reduce the SSE, but actually increasek@tescore. By limiting the tendency to simply addre terms,
the LOF measure resists over fitting better than SISE measure (Materials Studio 5.0 Manual).Theifgignt
regression is given by F-test, and the higher tlees the better the model [31].

2.8 Model Validation

The fitting ability, stability, reliability and prctive ability of the developed models were evétdaby internal and
external validation parameters. The validation peateers were compared with the minimum recommendéuaev
for a generally acceptable QSAR model proposedawiriRhandran et al. [32] shown in Table 2.
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Table 2: Minimum recommended value of Validation Peameters for a generally acceptable QSAR model
(Source: Ravinchandran et al., 2011)

S/n. | Validation Parameter

Value

Symbol Name

1. R? Coefficient of determinatio >0.€
2. P (950 Confidence interval at 95% confidence level.| < 0.05
3. Q? Cross validation coefficient <0.5
4. Rt Coefficient of determination for external test et 0.6
5. R?>-Q* | Difference between?and ¢ <0.:
6. Next. testsc | Minimum number of external test set >5

2.8.1 Internal validation parameters

R? (the square of the correlation coefficient) ddsesithe fraction of the total variation attributedhe model. The
closer the value of Rs to 1.0, the better the regression equationagplthe Y variable. Rs the most commonly
used internal validation indicator and is expresaébllows:

RZ= 1 -20obsVpred)Z ] 1)

>(Yobs —Ytraining)2

Where, Yobs; Ypred ;Ytraining are the experimemaperty, the predicted property and the mean éxwgertal
property of the samples in the training set, repely (Wu et al., 2015).

Adjusted Rg(Rzadi): R? value varies directly with the increase in numiieregressors i.e. descriptors, thus cRnnot
be a useful measure for the goodness of modditrefore, Ris adjusted for the number of explanatory variable
in the model. The adjusted B defined as:

n-1 _ (n-1)R%?-P
n-p-1 n—-p+1

Rq = 1-(1 - R?)

Where p = number of independent variables in thdeh33].

Q? (Leave one out cross validation coefficient): TI@O cross validated coefficient {Js given by;

Q2= -2 e 3)

(r-ym)?

Where Yp and Y represent the predicted and obsesetidity respectively of the training set ang, the mean
activity value of the training set [33].

2.8.2 External validation parameters

Internal validation is an essential step in QSPRIehdevelopment. The desired internal validaticults show that
the model exhibits higher stability and predictiility. However, no real prediction ability is sk for external
samples. Therefore, the external predictive abdlitg extrapolation of the models should be evatugae)].

R?pred: R pred is termed the predictive’ Bf a development model and is an important paranteat is used to
test the external predictive ability of a QSAR miodde predicted Rvalue is calculated as follows;

R2. =1 _ZlYpred(te)-Y(te))®
pred. S (te)—Ym(tr)]2
Ypred.(test) and Y(test) indicate predicted andeolsd activity values respectively of the test@@hpounds and

Ym(tr) indicates mean activity value of the traigiset [32].
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4.0 QSAR study results and discussion

Model 1, 2, 3 represent the three QSAR models bsilig GFA algorithm vis-a-viz their statisticalrpmeters. The
name and symbol of the descriptors used in the Q8pinization model and Pearson’s correlation matoir
descriptors used in the model are shown in theeBaBland 4 respectively. Likewise, Table 5 givesPdvalues at
95% confidence level of the four descriptors in inedel.

Table 3: The name and symbols of descriptors used the models

S/N | Descriptor symbol| Definition.

1. apol Sum of the atomic polarizabilities (including inplihydrogens)
2. TopoPSA Topological polar surface area

3. WId1.mass Directional WHIM, weighted by atomic masses

4. WD.volume

Non-directional WHIM, weighted by van der Waalswuoles

Table 4: Pearson’s correlation matrix for descriptas used in QSAR model for the  MIC ofanti- Candida albicans molecules.

logmic WIidl.mas WD.volume apol TopoPSA
logmic 1
Wid1.ma: -0.5393° 1
WD.volume 0.706073 -0.06591 1
apo 0.28957¢ 0.14625. 0.12800! 1
TopoPSA 0.338211 -0.13403 -0.11346 0.031185 1

Table 5: Contributions of the individual descriptors in the model

Coefficients  Standard Error  P-value
Intercep -0.7157 0.24411. 0.00976°
Wid1l.mas -0.04544 0.006143 1.51E-06
WD.volume 1.747704 0.168658 1.67E-08
apo 0.00674t 0.00168: 0.00101-
TopoPSA 0.005245 0.001004 8.37E-05
Model 1:
pMIC = - 0.045435177 Widl.mas + 1.747704284 WODuwwé + 0.006748001apol + 0.005244524

TopoPSA - 0.715769312
n = 21, Friedman LOF = 0.1140690C ®0.93410200, fadj. = 0.91762700, &= 0.90586900, Min. expt.error for
non-significant LOF (95) = 0.12381300, F value =786

Model 2:

pMIC =-0.04137WId1.mass + 1.84721WD.volume + 0FEOpoPSA — 0.28292

n = 21, Friedman LOF = 0.12382R 0.8679, Radj. = 0.0.8446, &= 0.8125, Min. expt.error for non-significant
LOF (95) = 0.1711, F value = 37.24

Model 3:

PMIC = - 0.046149879 WId1l.mas + 1.733352599 W@ + 0.321184632

n = 21, Friedman LOF = 0.1511? R 0.7425, Radj. = 0.7139, &= 0.6295, Min. expt.error for non-significant LOF
(95) = 0.2336, F value = 25.95

Model 1 gives the best QSAR model among the thregets generated based on statistical significandehas the
highest R, RPadj. & and F value. Also, it has the lowest LOF value andr. Based on this analysis, Model 1 was
selected as the optimization model.
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4.1 Effect of model 1
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4.2: Residual plot of model 1.
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Table 6: Comparison of observed pMIC and predictepMIC of model 1

Compound| Observed pMIC Predicted pM|C Residual
C1 211 1.96987100 0.14012900
C3 211 2.20146800 -0.09146800
C5 1.19 1.49311100 -0.30311100
Cc7 2.41 2.3443690 0.0656310
C9 1.70 1.62964400 0.07035600
Ci11 1.08 1.05363200 0.026368Q0
C13 1.45 1.39981800 0.05018200
C15 2.00 2.00300600 -0.00300600
C17 1.30 1.55135900 -0.25135900
Ci¢ 1.72 1.8989670 -0.1789670
Cc21 2.62 2.6674570 -0.0474570
C22 2.70 2.65155200 0.048448Q0
C23 1.97 1.76484400 0.205156Q0
C24 1.78 1.75111600 0.028884Q0
C25 2.70 2.67752500 0.022475Q0
C2¢ 2.7C 2.6962640 0.0037360
C27 2.0C 2.1837480 -0.1837480
C29 2.00 1.92184300 0.078157Q0
C30 2.00 2.02539700 -0.02539700
C31 0.70 0.64675400 0.053246Q0
C32 211 1.81825400 0.291746Q0

Table 7a: External validation of Model-1a

Test cpt | Actual Logmic | Widl.mas | WD.vol | TopoPS# apo pred.logmic | residua
C2 0.9 2.233436| 0.66058B 6.48 85.69662 0.949523 04982
C4 0.72 11.8023 0.202596 131.04 122.3574 0.614979.105021
C6 1.2 2.651635| 0.72054p 81.24 44.36952 1.148525 051875
C8 1.7 3.750844| 1.015376 117.2 68.76182 1.96705 26705
C10 1.7 1.593184 1.17922 105.34 89.597 2.429831 72983
Ciz 2.7 0.68685. | 1.57528 18.4¢ 51.1926! | 2.44842. | 0.25157
Ci14 1.38 5.865006| 0.964273 6.48 54.77069 1.106594.273806
C16 1.04 2.714917| 0.501346 85.7 101.095 1.168727 .12803
C18 1.7 6.608577| 0.858463 140.66 80.80427 1.767270.06727
C20 1.51 3.295557| 1.085973 18.4§ 37.79%93 1.384310.125683

Table 7b: External validation of Model-1a

Testcpd| Ym(t)][ Y(te)] Ypre(te) [Ypred.(te) - Y(®)] [Y(te) — Ym(ir)F
C2 1.8852 0.9 0.96839 0.002453 0.970619
C4 1.8852| 0.72 0.65757 0.011029 1.357691

o

C6 1.8852 12| 116811y 0.00265 0.469499
C8 1.8852 1.7 1.98075% 0.071316 0.034299
C10 1.8852 17| 2.43888p 0.532653 0.034299
C12 1.8852| 2.7| 2.437098 0.063292 0.663899

Ci14 1.8852| 1.38] 1.11363 0.074751 0.255227

C16 1.8852| 1.04] 1.19869¢4 0.016571 0.714363

C18 1.8852 1.7| 1.787858 0.004525 0.034299

C20 1.8852| 1.51] 1.38763P 0.015796 0.140775
> =0.795035 > =4.67497

_a Slvpred(te)-Y(te)]?
But Pred-R =1 ST o) TG

Thus, pred% = 1- (0.795035/4.67497) = 0.8299379

From the correlation matrix shown in Table 4 abatwis clear that the correlation coefficients beam each pair of
descriptors is very low, thus, it can be inferredttthere exist no significant inter-correlationcarg the descriptors
used in building the model. Also, in order to avtli@é effect of multi-collinearity on the regressiorodel, the

probability (p) values of each coefficient were disk is generally accepted if the p-value is ldssn 0.05 [34].

Table 5shows that all thé>-values of five descriptors in Model 1 are very I@w< 0.005), showing that multi-
collinearity could not affect the correlation here.
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Comparison of the validation parameters of modeith the optimum standard proposed by Ravinchaetial. in
Table 2 shows that the parameters are in conforwiity the standard as’R 0.9341, I%ad,-: 0.9176,P-value = <
0.05, G = 0.9059, I%)red = 0.830. This confirms the robustness of the rhddkewise, the comparison of observed
and predicted anti-candidal activities is presefmed@iable 6; the high predictability of modeislevidenced by the
low residual values observed in the Table. AlsguFé 2 gives the plot of predicted pMIC againstesbsd pMIC
on Microsoft excel package, thé ®lue of 0.934 is in agreement with GFA deriveédvBlue, this further confirms
the reliability of the model. Furthermore, the ptiftobserved pMIC versus residual pMIC (Fig. 3)icaded that
there was no systemic error in model developmenhagpropagation of residuals was observed on bioliss of
zero [35].

The p-value is a probability that measures theendd against the null hypothesis. Lower probaéditprovide
stronger evidence against the null hypothesis. Auiehypothesis implies that there is no assodambetween the
descriptors and the pMIC of the molecules. Phealues of all the descriptors in the model at 3&9fidence level
shown in Table 5 are less than 0.05. This revéssthe alternative hypothesis that there is aocestson between
the descriptors used in the model and the pMI@efdomplexes takes preference over the null hypahe

The Minimum inhibitory concentration (MIC) of a neaule is inversely proportional to its biologicaltiaity. As
shown in model 1 above, the pMIC of the complexesdases with increase in the values of the descsip
TopoPSA (topological surface area), apol (sum ofmét polarizabilities), and W.D vol. (non-directalnWHIM,
weighted by van der waals volumes), this is eviddnloy their positive correlation with the dependeatiable. It
implies that the inhibitory activity (MIC) of theomplexes against the fungi species is inverselypgntonal to
these descriptors in the molecules. Also, it cderied that the MIC of the complexes increases thithincrease in
WIld1l.mass (Directional WHIM, weighted by atomic mes) descriptor in the molecules due to its negativ
correlation with pMIC as shown in model 1. Thessutes can be clearly rationalized thus;

WD. Vol. describes the size of the molecules; dsifive correlation with pMIC as shown in modelrtlicates that
the anti-candidal activity of the complexes decesasith increase in size of the complexes. This begue to the
possibility of the molecule been largely confinedte plasma compartment because of their excégsarge size
[36] affecting its distribution via out the body.

TopoPSA and apol describe the polarity of a mokecitlcan be inferred that their positive correlativith pMIC as
shown in model-1 indicates that, the anti-candadtaivity of the complexes decreases with the irseda polarity
of the complexes. This may be due to decreasipaphilicity orchestrated by increase in polarityce increased
lipophilicity enhances the penetration of complei#s the lipid membranes and blocks the metal ibipgites in
enzymes of the organism, disturbing the respirgtoogess of its cell and blocking the synthesiprofeins thereby
restricting further growth of the organism [37]n&¢ biological membranes are lipophilic, highlygrotomplexes
may not be able to penetrate these membranesrtg akiout their inhibitory role on the growth ofgtpathogen,
thus, reducing their activities.

WIld1l.mass describes the molecular weight of theemdé. Though, drugs with high molecular weightsdnrgs
that are extremely hydrophilic tend to stay wittie circulatory system and organs with a rich blsagply, and
have a smaller apparent volume of distribution [38¢reasing molecular weight likely facilitate psmediated
permeation through the outer membrane of the futigereby increasing its activity.

CONCLUSION

This work addresses the Quantitative structurevictielationship (QSAR) between a set Ni-schifsbaomplexes
and their minimum inhibitory concentration (MIC) agst C.albicans Our study developed three GFA derived
models out of which the optimal model was selectedhe basis of its superior statistical significanResults from
the optimal model showed that the MIC of the stddimmplexes again<t.albicanswere affected by WHIM
descriptors weighted by atomic masses and van @@ldWolume as well as topological polar surfagaand sum
of atomic polarisabilities. The robustness and igppllity of QSAR equation has been establishednbgrnal and
external validation techniques. This study provides effective approach for the design and syntheSirew
bioactive nickel-schiff base complex that will cutie emerging trend of multi-drug resistant strafirihe fungus,
Candida albicans
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