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ABSTRACT

In this research, 0-1 knapsack problem are solyesirbulating eurygaster life in wheat farms. Knagisa
problem is a NP-Hard problem that has been foctssdlve by researchers. On the other hand, eurygas
ter algorithm is a method invented to solve noredmatnistic polynomial by researchers. This algarith
divides problems to several partitions and distebdueurygasters on each partition separately.ignréx
search the proposed approach to solve knapsackeprab discussed. The assessment results indicate
solving 0-1 knapsack problem using this methoéstdr that genetic one.

Keywords. Evolutionary computation, genetic algorithm, paet swarm optimization, NP-Hard
problems, knapsack problem.

INTRODUCTION

Knapsack problem is a classical problem of optitiiraand combination [1, 2]. This problem is intgre

ed in both theory and practicality aspects. Ingb@t of theory view, it is NP-Hard problem andal
many problems can be solved using this problemhénpoint of practical view, many economical pro-
grams can be solved by choosing or not choosirtgeif elements [3]. Since this algorithm is NP-Hard
problem, some method like backtracking and dynapmnagramming can’t be useful [8]. In knapsack
problem exists one knapsack with capacity W and aisinteger array of items with profit #d weight

W,;. Some of these items must be selected so tlablbyrofit to be maximized and total weight of se
lected items doesn’t exceed from knapsack capd€itgpsack problem can be defined mathematically as
follows.

iwi*xi<w

i=1

And also the following formula be maximum.

Zn: P * X

i=1
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In these formulas;xletermines whether itemvas selected or not selected.cdn have 2 value, namely 0
or 1[4,6]. The difference between 0-1 knapsacks viiagmentation one is that on item is either taken
fully or none of it is taken[8].

In the other hand, eurygaster algorithm is an @lgor developed to solve NP-Hard problems like knap-
sack problem. In this algorithm, each eurygastemshone solution and the best solution is the ansive
problem. In this algorithm a set of eurygasterackttto wheat farms and ruin it. After ruining oraen,
they migrate to adjacent farm to disturb it. Thisting is continued until either all of the farme auined

or the best farm is reached.

Eurygaster behaviors

Eurygaster integricep is an insect pest that préckmtly attacks grains, feeding on the leaves, stend
grains, reducing yield and injecting a toxin inke tgrains which adds a foul smell to the resulflagr,
and substantially reduces the baking quality ofcibegh [1].

In winters eurygasters live under the plants arhbs in hillside, in several numbers and make apro
At the end of winter and at the beginning of sprivigen it gets warmer, these insects end their winte
sleeps and get ready to move and fly to grain diélgd moving over the high mountains and leaving the
nests in groups. The first group by the use ofnidinct finds the best and the nearest grain sieldd
stays there. Getting there, this group of insectisesignals to the air to show the other groupis beeng
there. Based on the number of eurygasters in & pthe strength of signals will be different. lethum-
ber of eurygasters in a grain field is not grelag, tate of diffused signals will be little and filet number

of eurygasters in a grain fields is greater, the cd diffused signals will be increased. They ukff these
signals to show the others that reside there. Spthie other groups of eurygasters understandthiegt
should not close to the grain field which contaiins first group. Of course the other groups based o
diffused signals by the first group and the strbrgftthese signals they decide if they can land stag
there or not. If the power of diffused signalsas| it means that some of the other groups of eastays
can land and stay by the other groups which aideesthere and began to eat. While the strengtheof
signals in the sky is high, it means that the otveups cannot land on the field(s) containing gasyers,
and they must fly to other fields in which there ao eurygasters, to live and eat[1].

According to the passage mentioned above, thegrexip of eurygasters while flying from their neis
other fields to find the best grain fields searcties best and closest ones to land and eat bas#teon
broadcasted signals by landed group(s). This psoagscontinue until they will find a suitable antse-
ful grain field to eat[1].

We conclude that all the grain fields in a wideaavall be attacked by eurygasters, because theyotlo
gather in a one place.so, when there is not enéoggh in a grain field in which the eurygasters have
stayed for a time, they will fly to a new field Wwitho eurygasters according to the process mentioned
above.

4. Eurygaster algorithms

In this section, eurygaster algorithm is descrit&alving non-linear functions are so necessargat life
today and recently researchers interested in imgmhethods to solve them. Thus, our approach kontr
butes to solve NP-class problems. The great adgardfthis algorithm is that it's so easy to impéarh
and is also inexpensive in term of memory and spébd second advantage of this algorithm is its con
vergence speed compared to other methods like @A&O.

The related semi-code of the proposed algorithasialgorithm1. This algorithm is formed by combgin
of 3 sub-algorithms. In each phase, we described thoapply this algorithm to knapsack problem in a
way it can be solved.

4-1 Initialization
In this phase the problem of knapsack is divided some partition and each partition is investidate
separately. Also the structure of eurygaster isstituted. Suppose we have one problem according to
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tablel with capacity of knapsack 20.

Tablel. A sample of knapsack problem

Iltems | Profit| weight
1 10 8
2 12 9
3 17 15
4 19 12
5 10 10

And also suppose we have a vector with values (lafitiese values show whether corresponding item is
selected or not selected. According to these dasumss, the structure of one eurygaster can be stias
figurel.

[0[a[1] of 0

Figurel. sample of eurygaster

In this figure items 2 and 3 have been selectethl Weeight of this eurygaster is 24 with profit Zthis
eurygaster is not a good choice because an oweeaiht of their items is greater than knapsack ciipa
of 20. The best choice is eurygaster that choesesitl and 4. Also, in this problem the area of jerolis
divided into 3 partitions as follows.

1.The set of items sorted ascending

2.The set of items sorted descending

3.The set of items with arbitrary choice

In this research, first the domain of partitioningestigated and if the answer is not obtaineggastes
move to another partition, namely partition2. Ahthie answer of problem be in first partition, thgo-
rithm is terminated and solution that is eurygassereported. The main point in this algorithm is
representing of eurygasters that we describedfigimel.

1€ the number of clusters
WhileI <>0do

1. Initialization: produce euragasters or particles according to characteristic of one partition
2. Distribution: distribute eurygasters on the regions of the partition
3. Evaluation: evaluate suitability of each eurygaster or particle depend on the problem
3.1 If the suitable result of the partition is not obtained
3.1.1. Change the position of Eurygasters in the partition
3.12. goto3
3.2 If the result of the problem is not obtained
321. I-
3.2.2. goto 1
Else
3.23. Stop algorithm or break
End while
Algorithm1. Eurygaster Algorithm

4. Report the solution of the problem
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4-2 Distribution

In this phase, eurygasters are distributed oveitipas. First, they distributed in first partitiolf optimal
result is obtained, the algorithm is terminated #rile optimal solution is not gained new eurygass
produced to search remaining section of partitiéinally, after searching almost all of the regiamfs
partition, if the solution is not find eurygasteswitch to another partition that is near to solutaf the
problem.

4-3 Siutability

In order to find the solution of the problem, ewagters should be evaluated so that the best answer
obtained. For this reason, a fuction is used tessssurygasters suitability. Letoe a profile of item and

w; be its weight. And also; shows whether corresponding item has been selectedt selected. The
suitability function can be calculated by this falm

Z_pi*xi

i=1
It is bearing in mind that the total weights ofite should not exceed from knapsack capacity.

5. Evaluation results

To evaluate our approach, we produced some fil#s different items and capacity. We test our appinoa
in two ways. In one way, we produced different isewith fix capacity. The number of items is increds
and decreased to evaluate the efficiency of prapaegproach. In second way, the number of items is
fixed and knapsack is variant to consider suitgbdf researchers approach. Our test was runnetksk-

top computer with following specifications.

CPU: Xeon L3014
RAM: 8 GB DDR3
OS: windows 8

In this paper, three samples are used with 100, 80Qitems, respectively. The weight and profieath
item have been produced randomly. In first testt kmapsack capacity is 700. To evaluate our wdhis,
algorithm has been compared with genetic algoritAlso, to assess both algorithms, each sample was
executed 20 times. Table2 shows the best solufieaah algorithm with capacity 700.

Table2. Evaluation result of proposed algorithm and genetic algorithm in 3 produced sample

Samples Best weight of proposeq Best weight_ of genet{ Best profit of proposeq Best profit _of genet-
approach ic algorithm approach ic algorithm

100 items 690 645 4983 4398

200 items 700 700 11879 9562

400 items 700 683 5734 4624

As you can see in table2, by executing 20 timethiafe items the best solution by each algorithwbis
tained. In this table the best weight is obtain wiiee maximum profit is calculated. From this talilés
concluded that our approach has better solution tfemetic one. Also figure2 shows average running
time of both algorithm on three items in term ofcaad.
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Figure2. Aver age running time of both algorithms

In second case of assessment, we change the khagzgzacity to 200, 500 and 1000, respectively.cAll

the three items are tested on these capacities\atdation results are shown in table3, table4tahk®5,
respectively.

Table 3. Evaluation result of proposed algorithm and genetic algorithm with capacity 200

Best weight of pro- Best weight of genetic| Best profit of proposed| Best profit of genetic
Samples - .
posed approach algorithm approach algorithm
100 items 200 200 725 725
200 items 200 200 740 747
400 items 200 200 897 783

Table4. Evaluation result of proposed algorithm and genetic algorithm with capacity 500

Best weight of pro-

Best weight of genetic

Samples Best profit of proposed Best profit of genetic
posed approach algorithm approach algorithm

100 items 486 453 2920 2854

200 items 500 482 3440 3120

400 items 477 461 4387 3945

Table5. Evaluation result of proj

posed algorithm and genetic algorithm with capacity 1000

Samples Best weight of pro- Best weigh_t of genetic| Best profit of proposed Best profit_ of genetic
posed approach algorithm approach algorithm

100 items 948 982 6930 6584

200 items 1000 961 8120 7451

400 items 980 980 7680 7680

The evaluation results show our approach is faetel more accurate than genetic one. This approach
unlike genetic algorithm lacks the local optimumtle probability of getting the more accurate sohut

in this method is much more than the genetic allyori Moreover, in this method every space of the
problem is searched for once while in the genelgorihm every part of the problem space can be
searched several times in different generationgheoate of convergence in this algorithm is moaire

than the genetic algorithm. Figure 2 shows the eayence speed of proposed approach is faster than

genetic ones. Also by tablel to tableb, it is coded that researchers work has accurate solutioarin
parison to genetic algorithm.

CONCLUSIONS

In this article, one approach based on the behawabeurygasters has been presented to solve &claps
problem. This approach unlike genetic algorithrmk$athe local optimum so the probability of gettihg
more accurate solution in this method is much ntioa@ the genetic algorithm. Moreover, in this metho
every space of the problem is searched for oncéewhithe genetic algorithm every part of the pesbl
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space can be searched several times in differemrgions, so the rate of convergence in this dhyar

is much more than the genetic algorithm. Also, #igorithm is easy to implement by computer. Ifetmla

few lines to programming and doesn't need a hugmang or CPU speed. Evaluation results on three
produced files show that convergence speed by pezb@pproach is faster and also more accurate.
Knapsack problem can be solved by ways of seveethads like dynamic programming, greedy algo-
rithm, PSO and genetic algorithm. According to aeshers result, one of the best algorithm by which
knapsack can be solved is genetic algorithm. Bupooposed method is more suitable than geneti-alg
rithm not only in convergence speed but also irueszy of solution. It can be proved that our praabs
approach is optimal in used memory in comparisasther heuristics algorithm like genetic and PSO.
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