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ABSTRACT

A three dimensional quantitative structure activity relationship (3D QSAR) using k nearest
neighbor molecular field analysis (kNN MFA) method was performed on a series of
arylbenzofuran derivatives as Hs-receptor antagonists. This study was performed with 29
compounds (data set) using sphere exclusion (SE) algorithm and random selection method for
the division of the data set into training and test set. KNN-MFA methodol ogy with stepwise (SW),
simulated annealing (SA) and genetic algorithm (GA) was used for building the QSAR models. A
predictive model was generated with SWV-KNN MFA having internal predictivity 70.55% (g2 =
0.7055) and external predictivity 60.00 % (pred_r2 = 0.60). Model showed that steric (S_579),
electrostatic (E_453) and hydrophobic (H_779) interactions play important role in determining
Hs-receptor antagonistic activity. The kNN-MFA contour plots provided further understanding
of the relationship between structural features of substituted arylbenzofuran derivatives and
their activities which should be applicable to design newer potential Hs-receptor antagonists.

Keywords: 3D-QSAR, kNN-MFA, H-receptor antagonists, Arylbenzofuran derivatives.

INTRODUCTION

The histamine klreceptor is a G-protein-coupled receptor descrématler as central histamine
modulating autoreceptorgl] and later as heteroreceptors regulating releaseotbér
neurotransmitters e.g., acetylcholine, dopaminegptsein, glutamate etc. Activation of
histamine H receptor (H3R) by the endogenous Iligand, histamide5], reduces
neurotransmitter release, while blockade of thedd¢eptors leads to enhanced neurotransmitter
release [6-10]This enhanced neurotransmitter release is thowughetresponsible for enhance
vigilance or alertnesfl1], wakefulness [12]nasal congestion [13-14&nd in some cases an
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anti-obesity effect [15-17]upon administration of H3R antagonists. Thus, H8eptor
antagonists enhance levels of histamine therefoeg thay be used as potential therapeutic
agents for attention deficit/hyperactivity disordeAlzheimer's disease, mild cognitive
impairment or schizophrenia and obesity.

The thirst for discovery of new chemical entitidgleerapeutic interest has been continued since
for many years to medicinal chemistry experts.doent years, a substantial progress that has
been made by computational chemistry led new amngdle to drug discovery by rational process.
Quantitative structure activity relationship (QSARhich has become a popular tool for
establishing quantitative relationship between dgadal activity and descriptors representing
physico-chemical properties of the compounds iarges using statistical methods and it helps to
predict the biological activities of newly designadalogues contributing to the drug discovery
processes [18].

The main objective of the present study is thece&or novel arylbenzofuran derivatives that
would show a promise to become useful-reiceptor antagonist. A series aryl benzofuran
derivatives which were reported agteceptor antagonists selected for QSAR study [19].

MATERIALSAND METHODS

Data Set: In the present study a data set of aryl benzofdeaivatives (29 molecules) as human
Hs-receptor antagonistic activity [19] has been takeym the literature for QSAR studies
(Table-1). The reported Ki values kHbinding affinity (M), have been converted to the
logarithmic scal¢pKi (moles], for QSAR study.

Molecular Modeling Study: Molecular modeling and kNN-MFA studies were perfednon
HCL computer having genuine Intel Pentium Dual CBrecessor and Windows XP operating
system using the software Molecular Design Suit®8Y1[20]. Structures were drawn using the
2D draw application and converted to 3D structui@suctures were optimized by energy
minimization and geometry optimization was donengdvlerck Molecular Force Field (MMFF)
method using Gasteiger Charge with 10000 as maximumber of cycles, 0.01 as convergence
criteria (root mean square gradient) and 1.0 asteoh (medium’s dielectric constant which is 1
for in vacuo) in dielectric properties. The defatdtues of 30.0 and 10.0 Kcal/mol were used for
electrostatic and steric energy cutoff.

Molecular alignment: The selected dataset were aligned by using templased alignment
method using most active molecule (7h) as a reéerenolecule Z) and structurel) as a
template (Figure-1). The alignment of all the males on the template is shownkigure-2. In

the template based alignment method, a templatetste was defined and used as a basis for
alignment of a set of molecules.

GRID Size: Once the molecules are aligned, a grid or latscestablished which surrounds the
set of compounds in potential receptor surfacerebmistudy uses grid resolution 2. A

Descriptor calculation: Once the molecules are aligned, a molecular felkcbmputed on a grid
of points in space around the molecule. This fi@lovides a description of how each molecule
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will tend to bind in the active site. Descriptorgpresenting the steric, electrostatic and
hydrophobic interaction energies were computedhatldttice points of the grid using a methyl

probe of charge +1.

Table 1: General structure of the Aryl benzofuran derivatives and their biological activities (data set of 29

molecules)
Ar
NH
< ;N O ‘ ;N O
CHs; CHs;
A (1-18) B (19-29)
S.No. | Compound | Ar substituent human H; pKi

1 68 2-nitropheny 9.5(
2 6b 4-nitrophenyl 9.13
3 6C 4-(2,2,2-trifluoroacetyl)phenyl 9.13
4 6d 3-cyanopheny 9.4(
5 6e 6-chloropyridazine-3-yl 9.51
6 6f 3-cyanopyrazi-2-yl 8.9¢
7 69 Pyrazin-2-yl 9.53
8 6h 5-bromopyrimidin-2-yl 8.91
9 6i Pyrimidin-5-yl 9.1€
10 6j 5-ethylpyrimidin-2-yl 9.48
11 6k Pyrimidin-2-yl 9.07
12 6l 5-nitrothiazol-2-yl 9.72
13 6m 3-nitropyridin-2-yl 9.36
14 6n 3,5-dinitropyridin-2-yI 9.15
15 60 2,6-dicyanopyridin-4-yl 9.88
1€ 6p 3-cyanopyridir-2-yl 9.12
17 6q 5-cyanopyridin-2-yl 9.46
18 6r 5-nitropyridin-2-yl 9.52
19 7a 2-nitrophenyl 9.66
20 7b 4-cyanophenyl 9.57
21 7c 3-cyanopheny 9.5
22 7d 5-ethyl-pyrimidin-2-yl 9.21
23 7€ Pyrimidin-2-yl 9.51
24 7f Pyrimidin-5-yl 10.12
25 79 Pyrazin-2-yl 9.98
2€ 7h 5-nitropyridin-2-yl 10.3Z
27 7i 3-nitropyridin-2-yl 9.87
28 7j 3-cyanc-6-methylpyridir-2-yl 8.5
29 7k 5-trifluoromethyl-pyridin-2-yl 9.27

\Ar

Generation of training and test set: In order to evaluate the QSAR model externallyadst
was divided into training and test set using Randeection and Sphere Exclusion methods.
Training set is used to develop the QSAR modeMfbich biological activity data are known.
Test set is used to challenge the QSAR model dpedlbased on the training set to assess the

predictive effectiveness of the model which isimetuded in model generation.
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Figure-1: Structure of template (1) and reference molecule (2) used in template based alignment.

Figure-2: 3D-alignment of molecules (template based).

Sphere exclusion method: Sphere exclusion algorithm was used for generatibtraining
and test sets. The whole data set was divided traming and test sets using sphere
exclusion algorithm [21]. This algorithm allows «iructing training sets covering all
descriptor space areas occupied by representadiviesp The higher the dissimilarity level ¢
is, the smaller the training set is and the larer test set is and vice versa. It is expected
that the predictive ability of QSAR models genegralecrease when the dissimilarity level
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increases. Once the training and test sets arerg@gede kNN methodology is applied to
descriptors generated over grid.

Random selection method: In order to construct and validate the QSAR modaigh internally
and externally, the data sets were divided intmitng set (85% of total data set) and test sets
[15%] in a random manner. 10 trials were run.

kNN-MFA methodology for building QSAR models: Models were generated by kNN-MFA [22]
in conjunction with stepwise (SW) forward-backwasimulated annealing (SA) and genetic
algorithm (GA) variable selection methods with;pcCtivity field as dependent variable and
descriptors as independent variable.

The kNN technique is a conceptually simple appraacpattern recognition problems. In this
method, an unknown pattern is classified accordlinthe majority of the class memberships of
its k nearest neighbors in the training set. Tharmess is measured by an appropriate distance
metric (e.g., a molecular similarity measure, cllted using field interactions of molecular
structures). The standard kNN method is implementeghly as follows: (1) calculate distances
between an unknown object (u) and all the objattheé training set; (2) select k objects from
the training set most similar to object u, accogdio the calculated distances (k is usually an odd
number); (3) classify object u with the group toietha majority of the k objects belongs. An
optimal k value is selected by the optimizatiorotigh the classification of a test set of samples
or by the leave-one out cross-validation. The \deis and optimal k values are chosen using
different variable selection methods.

Stepwise forward-backward variable selection method (SW-kNN MFA): This method uses
stepwise variable selection and k-NN principle [8build QSAR model. It involves a step-by-
step search procedure that begins by addition sihgle independent variable with optimal k
value (optimizing k value from the given range of/&ues) and highest sum of weighted k-
nearest neighbor cross validation?)(@nd external validation (pred)rvalue amongst all
available descriptors to form a model. The paramsdttings used for SW-KNN MFA are as
follows:

Cross correlation limit as 0.5, maximum number afiable in final equation as n/5 (n is
number of compounds in training set), term selectitteria as § Ftest in as 4 and Ftest out
as 3.99, variance cut-off as 0 and Scaling as Adaling, number of maximum neighbors as
5, number of minimum neighbors as 2 and distansedaveighted average as prediction
method.

Simulated Annealing k-NN QSAR Algorithm (SA-KNN MFA): Simulated annealing is to
simulate a physical process called annealing, inciwha system is heated to a high
temperature and then is gradually lowered to a girdemperature value (e.g. room
temperature). During this process, the system sasnpbssible configurations according
to Boltzmann distribution. At equilibrium, low erggr states will be mostly populated.

Steps involved in simulated annealing KNN-MFA meth[22] can be summarized as
follows-
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(i) A subset ofnumber of variablesnfar) descriptors is selected randonlyvar is a
number between 1 and the total number of availaddscriptors) as a hypothetical
pharmacophore (HPjyvar is usually set to different values in several eliént runs.

(i) HP is validated by weighted k-nearest neighbor €nadidation procedure.

(i) Steps 1 & 2 are repeated. The goal is to find th&t Ipharmacophore that maximizes
theq value of the kKNN-MFA model.

Development of SA k-NN QSAR method was done usilgprithm as described in the
literature. The parameter settings used for sinedlannealing in the present study are as
follows:

Maximum temperature as 100, minimum temperatur®.@%, cross correlation limit as 0.5,
terms in model as n/5 (n is number of compoundstraining set), iteration at given
temperature as 5, decrease temperature by as &0,ase0, perturbation limit as 1, term
selection criteria as % variance cut-off as 0 and Scaling as Auto Scalingmber of
maximum neighbors as 5, number of minimum neighla®® and distance based weighted
average as prediction method.

Genetic algorithm k-NN QSAR Algorithm (GA-kNN MFA): Genetic algorithms are
derived from an analogy with the spread of mutatiom a population. In this analogy,
"individuals" are represented as a one-dimensistrahg of bits. An initial population of
individuals is created, usually with random initibits. A fitness function is used to
estimate the "quality" of an individual, so thatethbest" individuals receive the best
fitness scores. Individuals with the best scoresrapre likely to propagate their genetic
material to offspring through crossover, in whideges of genetic material are taken from
each parent and recombined to create the chilcerAftany such mating steps, the average
fitness of the individuals in the population incsea, as good combinations of genes are
discovered and spread through the population. Gemégorithms are especially good at
searching problem spaces having a large numbemeérsions, since they conduct a very
efficient, directed sampling of the large spaceos$sibilities [24].

The parameter settings used for genetic algorithtihé present study are as follows:

Cross correlation limit as 0.5, chromosome lengthn&k (n is number of compounds in
training set), cross over probability as 0.95, rtiataprobability as 0.05, population as 10,
number of generations as 1000, convergence crigasria 01, seed as 0, term selection criteria
as d, variance cut-off as 0 and Scaling as Auto Scalimgnber of maximum neighbors as 5,
number of minimum neighbors as 2 and distance baseighted average as prediction
method.

Validation of the models: Models were validated internally and externally.

a) Internal validation [Cross-Validation (g°) using weighted k-Nearest Neighbor]: In
cross validation, a compound is eliminated in ttenting set and its biological activity is
predicted on the basis of the k-NN principle, i.as, the weighted average activity of k
most similar molecules (k is set to 1 initially)h& similarities are evaluated as Euclidean
distances between compounds using only the sulis##swriptors that corresponds to the
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current model. This step is repeated until everyngound in the training set has been
eliminated and its activity is predicted once.

b) External Validation [(pred r?) using weighted k-Nearest Neighbor]: Following
procedure was applied for external validation.

(1) Predict biological activity of a compound in thestteset on the basis of the k-NN
principle, i.e., as the weighted average activityk dthat correspond k value for highest q
value) most similar molecules in the training Séte similarities are evaluated as Euclidean
distances between compounds using only the sulisg¢szriptors that corresponds to the
current model (for highesfwyalue).

(2) Repeat step 1 for every compound in the test set.

(3)Calculate the predicted (pred_f) value using following equation, where and y are
the actual and predicted activities of tfedompound in test set, respectively, angdayis
the average activity of all compounds in the trmagnhiset. Both summations are over all
compounds in the test set. The obtained predalue is indicative of the predictive power
of the current K-NN QSAR model for external tedt se

pred_f=1 1 % (Yi- y)° /Y (Vi — Ymean’
RESUL TSAND DISCUSSION

Different training and test set of arylbenzofuraeridatives were constructed using sphere
exclusion (dissimilarity level 6.4 to 11.3) and dam data selection methods. Training and test
set were selected if they follow the Unicolumn istats, i.e., maximum of the test is less than
maximum of training set and minimum of the testisegreater than of training set, which is
prerequisite for further QSAR analysis (Table-2)isTresult shows that the test is interpolative
i.e., derived from the min-max range of training. Sehe mean and standard deviation of the
training and test set provides insight to the redatdifference of mean and point density
distribution of the two sets. k-Nearest neighborleuolar field analysis (kNN-MFA) was
applied using stepwise (SW), simulated annealiri) @hd genetic algorithm (GA) approaches
for building QSAR models. Results of models devetbpy SW-KNN MFA, SA-KkNN MFA and
GA-kNN MFAusing sphere exclusion and random datacsen methods are shown in Table-3
and 4 respectively. Significant QSAR model gener&eshown in Table-5.

Following statistical measure was used to corrdsakgical activity and molecular descriptors:
n = number of molecules, Vn = number of descriptérs number of nearest neighbor, df =
degree of freedom, r2= squared correlation coeffici g2 = cross validated correlation
coefficient (by the leave-one out method), pred=rZredictive correlation coefficient for
external test set, pred_r2se = coefficient of datien of predicted data set, Z score = the Z score
calculated by g2 in the randomization test, armdthe statistical significance parameter obtained
by the randomization test. Data fitness plot fodels 1 is shown in Figure-3.

Table-2: Uni-Column Statisticsfor Model 1 for training and test set activity

Column Name Average | Max Min Std Dev | Sum
Training set (pY) | 9.4225 | 10.3200| 8.5300 0.3993| 226.1400
Test se (pKi) 9.490( 9.980( | 9.160( | 0.316( | 47.4500

75
Scholars Research Library



Sanmati K. Jain et al

Der Pharmacia Lettre, 2011, 3(3):69-81

Figure-3: Data fitness plot for M odels 1.

Table-3: Result of KNN-M FA study using sphere exclusion selection method

Dissimilarity Value | Test set mol SW-KNN MFA SA-KNN MFA GA-KNN MFA

g pred r? | o¢? pred r? | ¢? pred r?
6.4 70,6k,6q 0.4953 -0.60010.2974| 0.4077 | -0.0837| -0.4209
8.€ 796k,6q,7 0.438¢ | -0.714¢ | 0.377: | 0.784( 0.201: | -0.121¢
9.1 79,60,60,6€, 0.522¢ | -1.711. | 0.348¢ | 0.005: | 0.108! | -0.784(
9.7 79,69,6q,6e,6K7i 0.4158 0.060 0.2928 -0.8923251B | -1.4970
9.€ 79,69,69,6e,6k7c, 0.448% | -1.314% | 0.397. | 0.567( 0.219( | -0.169:
10.0 70,69,6q,6e,6j,6f,7¢C,7i 0.6114 -1.4186 0.427B3077 0.4386| 0.3507
10F 79,69,60,6h,6%,6],7¢,6n, 0.493: | -1.790¢ | 0.325¢ | -0.016¢ | -0.158( | 0.003(
10.¢ 6i,79,7c,6b,6q,6f,6k,6h,6n 0.592¢ | -0.539¢ | 0.291: | -0.383¢ | -0.019* | -0.432¢
11.2 6i,79,7c,6b,6q,6f,6k,6h,7d,6m,7j 0.66P6 -073030.5613| -0.0503] 0.4509 -0.1551
11.c 6i,79,7c,6b,6q,6f,6),6k,6d,6e,6n,7¢ | 0.642¢ | -0.762¢ | 0.4407 | 0.070: 0.208¢ | 0.046¢

Table-4: Result of KNN-M FA study using random selection method (85%)

Trial | Test set mol SW-KNN MFA SA-KNN MFA GA-KNN MFA

g’ pred r? | o? pred r? | o? pred r?
1 6f,69,6h,61,7! 0.548( | 0.004( 0.5157 | -0.856( | 0.123¢ | 0.005(
2 6k,6r,7d,7j,7k 0.7026 -0.3651 0.6144| -0.5943| 0.1252 -0.7451
3 6m,6q,7c,79,7 | 0.603¢ | -1.014% | 0.332¢ | -1.060¢ | -0.009 | 0.475¢
4 6b,6d,7e,7g9,7k| 0.660 0.192% 0.4010 0.03p9 0.30372905
5 6e,6k,7d,7h,7k| 0.455p -0.7532 0.4855 0.7057 ®.2870.1505
6 6a,6b,7h,7j,7 0.491: | 0.413: 0.471( | -0.270: | 0.148( | -0.027*
7 6j,6m,7a,7d,7k| 0.7024 -2.7085 0.44B1 -6.6419 4928 -1.2646
8 6e,6j,7c,79,7 0.7055 | 0.6000 0.497¢ | -1.778¢ | 0.0477 | -0.471.
9 6f,6h,61,6n,7k 0.6788 -0.2652 0.3889 0.5099 060370.3901
1C 6e,6k,7b,7d,7 | 0.489( | -0.004( | 0.396¢ | -1.883" | 0.418¢ | -0.651:
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Table-5: Statistical significant model generated using kNN-M FA method

Model-1

Random (85%; Trial -8)
Training Set Size (n) 24

Test set size 5

k nearest neighbo | 2

Degree of freedom 20

Parameters

q 0.705¢
o’se 0.2185
pred_F 0.6000
pred_Zse 0.193¢

E_453 -1.2715 -1.1427
H_779 0.4510 0.5717

Descriptors S 579 -0.0447 -0.043P

Table-6: Actual and predicted biological activity for Training set

S.No. | Training Set Mol | Actual | Predicted
1 6a 9.5 9.61634
2 6k 9.12 9.1451¢
3 6C 9.13 9.26526
4 6d 94 9.3621¢
6 6f 8.98 9.33695
7 69 9.53 9.48493
8 6h 8.91 9.2962¢
9 6i 9.16 9.26287
11 6k 9.07 9.2482;
12 6l 9.72 9.845
13 6m 9.36 9.09912
14 6n 9.1 9.2506:
15 60 9.88 9.84422
1€ 6 9.12 9.2114¢
17 6q 9.46 9.52007
18 6r 9.52 9.3337:
1¢ 7¢ 9.6€ 9.6916!

20 7b 9.57 9.50919
22 7d 9.21 9.4595:
23 7e 9.51 9.49514
24 7f 10.1Z | 10.104¢
2€ 7h 10.32 | 9.8590:
27 7i 9.87 9.58165
28 7j 8.52 9.0202°

Table-7: Actual and predicted biological activity for Test Set

S.No. | Test Set Mol | Actual | Predicted
5 6e 9.51 9.16894
10 6j 9.4¢ 9.4281¢
21 7c 9.53 9.3747
25 79 9.9¢ 10.002°
29 7k 9.27 9.34964

Result of the observed and predicted biologicalegtfor the training and test compounds in
the Model 1 is shown in Table-6 and 7 respectivéhe plot of observed vs. predicted activity
of training and test sets for model 1 is showniguFe-4 From the plot it can be seen that KNN-
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MFA model is able to predict the activity of traigi set quite well (all points are close to
regression line) as well as external.

Observed vs. predicted activity (Training Set) Observed vs. predicted activty (Test Set)

y=1035x-0.429
y=0.584x+3.948 R2=0.725
R?=0.756
¢ 10 - .

’00 *
¢ ¢ /
* * ¢
¢ N

Figure-4: Graph between actual and predicted activity for training and test set (Model 1).

Sphere exclusion (SE) algorithm and random selecti@thods were used for constructing
training and test sets. kNN-MFA methodology witemstise (SW), simulated annealing (SA)
and genetic algorithm (GA) was used for building @SAR models. For the selected data set
sphere exclusion (SE) data selection method doésresult in any predictive model. A
predictive model was generated with SW-KNN MFA neethvith random data selection method
(pred_r2 = 0.60). The KNN-MFA contour plot (Figusgprovided further understanding of the
relationship between structural features of aryfoémran derivatives and their activities which
should be applicable to design newer potentialddeptor antagonistic activity.

Interpretation of Model: It is produced by using stepwise KNN-MFA method ihgvinternal
predictivity 70.55% (g2 = 0.7055) and external peedty 60.00 % (pred_r2 = 0.60). KNN-
MFA plot is shown in Figure-5. This model showedttkteric (S_579), electrostatic (E_453) and
hydrophobic (H_779) interactions play importanterah determining ktreceptor antagonistic
activity. Steric field descriptor (S_579) has négatange (-0.0447 to -0.0439) indicates that
negative steric potential is favorable for increasectivity and hence less bulky substituent
group is preferred in that region.

Compounds having more bulky substituent group it favorable for biological activity.
Electrostatic field descriptor (E_453) has negatisage (-1.2715 to -1.1427) indicates that
negative electrostatic potential is favorable farrease in activity and hence less electronegative
substituent group is preferred in that region. Coamuls having more electronegative substituent
group is not favorable for biological activity. Hyphobic field descriptor (H_779) has positive
range (0.4510 to 0.5717) indicates that positivérbyhobic potential is favorable for increase in
activity and hence more hydrophobic substituenugris preferred in that region. Compounds
having less hydrophobic substituent group is nedffable for biological activity.
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Figure-5: KNN-MFA result plot; 3D-alignment of molecules with theimportant steric, electrostatic and
hydrophobic points contributing with ranges of values shown in parenthesisfor model 1.

CONCLUSION

No significant model was generated in sphere eiaudata selection method. For the selected
data set predictive model was generated with randiata selection method. Model developed to
predict the structural features of arylbenzofurandtives to inhibit H-receptor reveals useful
information about the structural features requinetier the molecule. The master grid obtained
for the various kKNN-MFA models show that negativedue in electrostatic field descriptors
indicates the negative electrostatic potential aquired to increase activity and hence less
electronegative substituents group is preferredthat position. Compounds having more
electronegative substituents group is not favordbiebiological activity. Negative range in
steric descriptors indicates less bulky substitegroup is preferred in that region. Positive
range in hydrophobic field descriptor indicatest thasitive hydrophobic potential is favorable
for increase in activity and hence more hydrophabigstituent group is preferred in that region.
On the basis of hydrophobic, electrostatic andicstgotential contributions to the developed
model in this work is useful in describing QSAR af/lbenzofuran derivatives assieceptor
antagonistic activity and can be employed to desigw derivatives with potent inhibitory
activity.
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