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ABSTRACT

With the continuous increasing demand of interngligations. Network's are expressing a seriousgestion
problem. In very large networks with heavy loadfica Internet routers play an important role dugirtongestion.
All the internet routers have some buffers at irgmud output port which holds the packets in theetohcongestion.
Many queue management algorithms have been progmgeithey mainly focus on fixed queue limit. Recagg
the fact that drop tail algorithm has fix maximumrege limit ,we direct our attention to variable Ig&m queue limit
for Combined Input and Output queued (CIOQ) swiché&/e propose a simple modification to the drop tai
algorithm in which a generic queue management atsmtmethodology in TCP/IP networks, that case weadc

change queue length in our wired network. The perémce of the proposed controlled system is evatuata NS-
2 simulator.

Keyword: congestion control, variable queuing.

INTRODUCTION

The continuous increasing demand for data trandfesugh the internet is exceeding the availablevogk
resources. This is mainly due to different applaa that run concurrently and require high trandigta rates. TCP
protocol which is the most important and populat@col for data exchange through the internet, retsinetwork
congestion via measured packet loss rate. Congestiotrol in current Internet still is a criticaisue. The number
of Internet users is rapidly increasing and thexefine amount of data to be carried also increadédse main
problem of Congestion occurred when arrival rata twuter is greater than its departure rate. Eaater in the
network uses queue management (QM) and scheduditga@classes of algorithms that are related t@estion
control. A queue management system is used to aanteues. Queues of people form in various sibaatiand
locations in a queue area. The process of queueafn and propagation is defined as queuing theQoeues
exist in two main forms. The QM algorithms try tontrol the length of packet queues by dropping peckvhen
appropriate. Scheduling algorithms on the othedhdrtermine which packet to drop next and whidle isend and
also used to manage the allocation of bandwidthnanflows. Buffer management schemes at routersideghen
to drop a packet and which packet to drop. The lEstmueue management scheme is drop-tail, whete packet
is treated identically. With drop tail, when theege is filled to its maximum capacity, the newlyivdang packets
are dropped until the queue has enough room topadaeeoming traffic. Once a queue has been fillbe, router
begins discarding all additional datagram’s, thigpging the tail of the sequence of datagram. ©ks bf datagram
causes the TCP sender to enter slow start. It'shwmoothing that most of the Internet today stilhsudrop-tail
gateways. The performance of drop-tail for TCP ficatinder high degrees of statistical multipleximn’t
particularly well-understood.RED [1] is an activeegie management scheme, which explicitly tries ¢aitor and
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contain the average queue size to be small- enéargtelays to be small, but large enough for botkk link
utilization to be high when busty traffic causesmporary full in offered load (e.g., when a sefT@P sources cut
down their sending speeds).In RED scheme, packetsirapped even before the buffer is full, in ortemnotify
sources if congestion is building up. The sourcaesthen reduce their window sizes (or rates), thepFeventing
further packet loss. However, RED has several sborings, including a high degree of sensitivity &ods its
operating parameters, unfairness to flows withedédht round-trip times, and the problem of glolyalchronization.
Several studies have been performed to addresabitve shortcomings [9]. The idea of adaptively wagyRED
parameters has been proposed. The objective isdicce the oscillations in the queue length. A-REBnapts to
tune the RED parameters for a robust behaviordilg fo do so in various dynamic cases as A-REBimstRED’s
basic linear structurdckandom early detection (RED), also known as ranéany discard or random early drop
an active queue management algorithm. It is alsmngestion avoidance algorithm

In this paper, we propose a variable length virtoadput queue based congestion control mechanisnthis
approach the maximum Queue Limit of Drop tail aigon at each virtual output Queues is varying adtcwy to the
no. of packets in each virtual output queues.

[I.SWITCHING SURVEY
Typical queuing schemes for managing buffers inpialeket switches include output queuing (OQ), inPueuing
(1Q), virtual Output queuing (VOQ), and combinegimn and output queuing (CIOQ)[9].

N

switches/routers ‘ >

m— | [ e

Fig.1.The CIOQ switch architecture

The output queuing scheme only uses buffer at eaghut module with no buffer at any input modulepécket
switch using output queuing scheme is called and@dich. In an OQ switch, the switching fabric fonds any
incoming packet to an output buffer immediatelyidgrits arrival time slot. However, a well-knowmiitation of
output queuing is that in a switch with N portse $witch must have an internal fabric speed that times the
speed (capacity) of a link: N packets destinedolmes output may arrive at same time-step at difteirgyuts. The
switch fabric must be able to simultaneously trangfie N packets to that output port (i.e., atNetithe speed of
the switch links). This limits the applicability @utput queuing in current switches where scalgbiin terms of
link speed and the number of ports, is primaryglesibjective. The Input queuing scheme uses buffiesat each
input module and no buffers at any output modulg@agket switch using an input queuing scheme igaan 1Q
switch. The switching fabric of an 1Q switch opesaat the same rate as input ports and will rooease with the
switch size. However, because there are no bufféreaoutput module, if there are multiple packetading to the
same output module, in each time slot only onéhefrt can be forwarded through the switching fabmid all other
are blocked at their arrival input modules. Thisises the head of line (HOL) blocking problem [4,i8]IQ
switches if input buffer are FIFO queues.

Virtual output queuing scheme provides a solutierHOL blocking in 1Q switches.VOQ scheme uses sspdr
logical Queues at input port modules, one for eadput port. A packet switch using virtual outpueging scheme
is called a VOQ switch.
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The combined input and output queuing scheme usierd at both input and output modules, and actwibat
employs this queuing scheme is called a CIOQ swity. 1 illustrates the conceptual model of an NGNDQ
switch with finite buffers. Every input port maiima a queue for each output port.

Fully wired communication networks:

Sender node intermediate node of routers/switches receiver node

Layer1 Layer 2 Layer 3
N1 P1

. - 7_' Vl. o1 77:777773,
N2 \ v2 —
— ° 02 Q;/\

Vj. Om.

Nn , n=4 for sendor node }
k, k=4 for layer 1 }

= 14 for layer 2}

Where N={ OL1... m,m= 4 for layer 3}

Where N={ R1 Rq, q=4 for i node}

Fig. 2 Fully wired communication networks

Il .PROPOSED SCHEME
We have proposed variable queuing scheme using \WWdghod. In this method two scheme used in any
intermediate forwarded node time, we use multipigxand demultiplexing.

In case of multiplexing, multiplexing is the proseshere channels are combined for transmission aemmon
transmission path is called multiplexing. In cad@emultiplexing, a device that performs the muétifing is called
a multiplexer (MUX), and a device that performs tiegerse process is called a demultiplexer (DMUX)this
scheme we are using some formula for calculatinfjiphexing.

e

i=1

If sender node n= 16 and intermediate node k=4 Wnalculate total multiplexing through each intediate layer
1 node is equation above.

. n
t=-

k

Variable Length VOQ:

Our approach is based on the fact that we can teryjength of the VOQ during the processing tims. iAis
possible to vary the VOQ length, so we can modiy Drop tail algorithm in which the maximum Queumit of

the buffer size is fixed. The amount of variatiortie VOQ's (while the total buffer size of an inort fixed one)
is calculated. For example here are three possé#ses for 2x2 switch (see fig.3).
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Max Limit voai1 Max Limit voai1

Max Limit voaiz Max Limit  voQ12

Max Limit voaiz

Fig. 3In Case 1 the maximum Queue limit of both VOS& equal. Case 2 shows that maximum Queue limit for
VOQL11 is less than the VOQ12 and Case 3 showsrthaimum Queue limit for VOQL11 is greater than the
VOQ12.

According to above diagram some important linguist rules for Input ports are obtained.

If vogl1l is less and voql2 is also less then vogiddified_queue_ length is equal to max queue limit.

if vogll is avg and voql2 is less then voqll_medifiqueue_ length is greater than max queue limit.

if vogll is more and voql2 is less then vogll niedif queue_ length is greater than max queue limit.
If voq 11 is less and voqg 12 is avg the voqll _ffiredli queue_length is lesser than max queue limit.

If voqll is avg and voq 12 is avg then voqll _medifqueue_length is equal to max queue limit.

If vogl1 is more and voq 12 is avg then voqll _riedi queue_length is greater than the max quede lim
If vog 11 is less and voq 12 is more then voqlldified_queue_length is lesser than max queue limit.

If voql1l is avg and voq 12 is more then Vogll_miediflength is lesser than max queue limit

Simulation results:

In this Section, we compare the simulation resafteur proposed scheme with the existing queue gemant
schemes, drop tail and RED. All simulation is perfed using NS-2 simulator. In all our simulatiore wse the
topology shown in figure 4(b).The buffer size oé tihput and output port is 120 and 100 packetsesely. Each
input port carries multiplexed TCP Reno flows cetiag of 1000 byte packets. The TCP flows are geerdrat
separate source nodes then multiplexed togethertbatbackbone. Here we use 4 source nodes foriepchport
generating the same number of TCP flows varyinghfd0 to 500. The Queue monitoring interval istsed.0001
sec.

TCP sources

e

=
| Iultiplexer — .—('__)
S
| Switch | D
(a)
vogll —'k*k,—.
e e '
voglz ——7 D
22
Switch —
Veog2i :T —
> J
vegqz ——71

(b)
Fig 4 (a) General Topology of the simulated Networkb) CIOQ with Virtual output Queuing Multiplexer
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.  SIMULATION PARAMETERS AND PERFORMANCE EVALUATION

Table 1

Queue type Drop tail, red, vof
No. Of sender node 4
Layer 1 intermediate no | 16
Layer 2 intermediate no | 14
Layer 3 intermediate node 4

No. Of receiver node 4
Queue length initial 50
Variable +5

Input Queue length Fig.5 displays the average input queue lengthasrvthe modified algorithm is used in the QM
unit for the input buffer, for the 2 x 2 switch. &korresponding simulations were performed forinagRED and
Drop tail, and the results are shown for compariser this simulation, 250 TCP sessions are staBededup is
varied from 0.5 to 2.0. For RED, the minimum thi@ghs set to 17 packets and the maximum thresisatét to 49
packets. At output port in all cases we used tlop thil algorithm.

On the input side, as expected, the Drop tail gueasethe longest average queue length, sinceyitstaits dropping
when the buffer overflows, whereas RED starts dirgppackets before that. Also, the input queue tlerfgr
suggested algorithm is roughly the same as dropltgrithm.

Loss Rate:We also measured the loss rate of the 2 x 2 sw8pbedup is fixed and the load is varied from tt60
500 TCP sessions. Loss rate is the ratio of thebeurof packets dropped and the number of packats Bem Fig.
6, we observe that the performance of suggestesapp is better than the drop tail and RED algarith
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Fig 5. Average Input Queue Lengths v/s Speedup f@x2 Switch (load 200 TCP Session)
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Fig6. Loss Rate of the 2x2 Switch at speedupl.1

Input Layer OQueue Yaristion Comparizon All Three Cases
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Fig7. Input layer queue variation comparison of allthree cases
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Output Layer Queue Yariation Comparison A1l Three Cases
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Fig8. Output layer queue variation comparison of dlthree cases

In Fig7. we investigate the Input layer queue \tata comparison of all the three cases. Here bhleured graph
shows highest value for queue variation incaseanfing queue.Green colored graph used for RED divesst
gueue variation. In Fig.8 we investigate the Outpyér queue variation comparison of all the thrages. Output
gueue varies deliberately in case of varying quehmenys highest variation than Droptail and RED. i9.9 TCP
packet Drop analysis for all Q cases is shown.Maxinpacket dropped in RED and lowest drop rate iblire
coloured graph representing varying queue.

, ,
Xower - - =~

TCP Packetz Drop Analysis All O Cases
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Fig9. TCP packet Drop analysis all Q cases

CONCLUSION

In this paper, we formulated an effective and éfit technique for queue management control, twesthe
problem of congestion in TCP/IP networks. By extemsimulation, it is clear that small changevirtual output
Queue length ( varying maximum Queue limit For di@ippolicy) while the buffer size of the inputpds fix gives
the good performance. The proposed scheme shovisifitevements as compare to drop tail, and REDrélgo
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in terms of drop rate ,and buffer utilization inndynic network environment (such as topologies aaffid
condition).
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